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Preface

The Evaluation, Measurement and Verification (EM&V) Protocols and Requirements V3.0
consists of three volumes:

Volume I : EM&V Protocols and Requirements

Part 1 - Developing, Procuring and Reporting on Evaluations (Audience: Evaluation
Administrators)

Part 2 - Conducting Evaluations (Audience: Evaluation Contractors)

Volume II  : Protocols for Evaluating Behavioral Programs

Volume III : CVR Impact Evaluation Protocols



ii Evaluation, Measurement and Verification (EM&V) Protocols V3.0

Acknowledgements

The Independent Electricity System Operator (IESO) would like torecognize the Efficiency
Valuation Organization (EVO) who developed the International Performance Measurement &
Verification Protocol (IPMVP). Their work serves asavaluable reference and foundation upon
which the“EM&V Protocols and Requirements V3.0” aredeveloped.

Readers wishing more information on program evaluation methods can access the library of materials
available from the US Department of Energy and the Office of Energy Efficiency and Renewable
Energy at:https://www .energy.gov/eere/analysis/program-evaluation



https://www.energy.gov/eere/analysis/program-evaluation

Acknow ledge
Table of ContentS .........coeeevciiieeeiiee e iii

Tables and FIQUIeS..........ccooveeiieiiiiiiecsc e iv
Abbreviations

INtFOAUCTION......eviiiiirircce e i
Part 1:

Developing, Procuring and

Reporting on Evaluations........cccceovveiiieinecennnen. 1
Audience: Evaluation ContractorS

Introduction to Part 1 .........ccceevveneenieiniieneeeeee 2
Step 1:

Document Market Strategy and Program Offer.......... 4
Step 2:

Anticipate Program Cause and Effect...........cccoc.c..... 7
Step 3:

Properly Scope Program Evaluation...............cc...... 12
Step 4:

Identify Analytical Approaches to Address Research
QUESTHIONS ...ttt e e e e 15
Step 5:

Specify Evaluation Deliverables.............ccccceovrnenen. 18
Step 6:

Evaluation Classification Protocols.............ccccceeeene 22
Step 7:

Evaluation Plan Development Guidelines................ 26
Step 8:

Hire Independent, Qualified Evaluation
CONIACTONS......eeieiiiie et 32
Step 9:

Vendor Selection Process Guidelines............c.c....... 34
Step 10:

Coordinate EM&V Activities and Report Findings..... 36
Step 11:

Publication of Evaluation Reports...........ccccevcveenne 38
Step 12:

Guideline for Managing Program Evaluation
CONIACTONS......eeiiiiiie et 41

Part 2:
Conducting Evaluations .........cccocoeeiiiiiniieninenne 43
Audience: Evaluation Contractors

Introduction to Part 2 ..........cccecvevviiveiiien e, 44
Technical Guide 1:

Using Measures and Assumptions ListS.................. 45
Technical Guide 2:

Cost-Effectiveness Guidelines..........c.ccccceevvvennnnn. 49
Technical Guide 3:

Process Evaluation Guidelines ............cccccceveeeeinnens 50
Technical Guide 4:

Project-Level Energy Savings Guidelines................ 54
Technical Guide5:

Gross Energy Savings Guidelines............ccccceevveen. 69
Technical Guide 6:

Demand Savings Calculation Guidelines................. 75
Technical Guide 7:

Market Effects Guidelines..........ccccceveivieeiieeiiiniennns 80
Technical Guide 8:

Net-To-Gross Adjustment Guidelines ..............cc...... 83
Technical Guide 9:

Guideline for Statistical Sampling and Analysis....... 89
Technical Guide 10:

Behaviour-Based Evaluation Protocols.................... 95

Glossary of General Program
Evaluation Terminology ..........ccoceevveeiiieenieeinieeennns 97

Bibliography




iv Evaluation, Measurement and Verification (EM&V) Protocols V3.0

Tables and Figures

Figures

Figure 1.0: The Basic Elements of aL0ogiC MOAEL ..........coouiiiiiiiiiiee e 10
Figure 2.0:  Prescriptive PrOJECES. ..ot e 59
Figure 3.0: Custom projects: equipPMENEretrofit ONIY...........coiiiiiiiie e 61
Figure 4.0: Custom projects: operational change only 1 (demand (KW) iNCENLIVES)..........ccoevriereereeneenenneenne 63
Figure 50: Custom projects: operational change only 2 (energy (KWh) iNnCENtIVES).........cocviiiiieniiiiiieeiiee e, 64
Figure 6.0: Custom projects: equipment retrofit and operational Changes............ccccvvrrierieeniene s 66
Figure 7.0: Custom projects: multiple energy conservationmeasures (ECMS) .........ccccovvereirieneenecneesee e 67
Tables

Table 1.0:  IESO EM&V standard definition fOr PEaK............cccviiiiiiiiniiiiiicice s 76
Table 2.0:  Alternative definition Of PEaK..........ccciiiiiiii s 7
Table 3.0:  Sample free ridership SUrvey qUESEION MALIX.........ccvirieiiereerieriee e e e see e eee e reenee e enees 86

Table 4.0: Common Statistical Tests for Normally Distributed PoOpulations ............ccccceoveiiiieiieenicnecccecee 94



v Evaluation, Measurement and Verification (EM&V) Protocols V3.0

Abbreviations

CDM Conservation Demand Management

CMVP Certified Measurement and Verification Professional
CVRMSE Coefficient of Variation of the Root Mean Squared Error
DEP Draft Evaluation Plan

ECM Energy Conservation Measure

EM&V Evaluation, Measurement and Verification

EUL Effective Useful Life

FEP Final Evaluation Plan

IESO Independent Electricity System Operator

IPMVP International Performance Measurement and Verification Protocol
LDC Local Distribution Company

M&V Measurement and Verification

MAL Measures and Assumptions List

NEB Non-Energy Benefit

NTG Net-to-Gross

NTGR Net-to-Gross Ratio

0&M Operating and Maintenance

OEB Ontario Energy Board

RFP Request for Proposal

TOU Time of Use

TRC Total Resource Cost

VORL Vendor of Record List



vi Evaluation, Measurement and Verification (EM&V) Protocols V3.0

Introduction

Document Introduction

Thank you for your interest in the 2019 — 2020 Interim Framework Evaluations, Measurement
and Verification (EM&V)Protocols and Requirements V3.0 (the Protocols).

EM&V is critical in establishing Conservation and Demand Management (CDM) asa credible and
reliable “first choice” resource in meeting future electricity supply needs of Ontario. EM&V provides
information to decision-makers, system planners and program administrators for use in developing
long term demand/supply plans, tomaximize program performance, and todetermine whether
energy savings and demand reduction targets arebeing met.

The EM&V Protocols and Requirements V3.0 helps program and evaluation administrators
create and manage objective, high quality, independent, and useful conservation program
evaluations. It provides anadministrative protocol; governing the “who,” “how,” “what,” and
“when” of EM&V. Inaddition towhat hasbeen described above, the“why” isto ensure that the
Province and all market players can depend on CDM as a resource. Supporting technical guides,
aimed primarily atindependent Evaluation Contractors, cover off the remaining “how”
elements of completing ahigh quality evaluation.

Intended Audience
There are twomain audiences for this document:

* PART lis intended primarily for Evaluation Administrators who are charged with managing the
program evaluation process

* PART 2isintended primarily for Evaluation Contractors, though the information isvaluable to
Program Administrators aswell.

The document is also a resource for program design, asitisimportant tohave a general understanding
of evaluation methodologies so thatprograms are designed inamanner that allows for impacts tobe
measured and evaluated.

Background
Across North America, increased attention is being devoted to program evaluations. Today, more than
ever, increased scrutiny of government spending and rising energy prices require a prudent review

of program investment. As such, linking program resource expenditures with program results has
become a necessity.

In general, program evaluations include market assessments, process evaluations, retrospective
outcome/impact assessments and cost-benefit evaluations. These types of evaluation studies help
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program administrators/program managers determine what adjustments are needed in the
program offer to enhance programmatic achievementsrelativetothe committed resources.

Program evaluations are in-depth studies of program performance and customer needs. The benefits
of conducting an evaluation arenumerous, including:

1. Helping Evaluation Administrators and Program Managers estimate how well the program is
achieving its intended objectives;

2. Helping administrators and managers improve their efforts; and

3. Quantifying results and communicating the value of program efforts amidst a multitude of
regional, regulatory, and legislative priorities

Intended Use

The EM&V Protocols and Requirements V3.0 are intended for use by CDM market players in the
Province of Ontario who have aninterest in CDM Program Design, Delivery and Evaluation. The
protocols provide guidance for a robust evaluation, listing guidelines and general instructions. They
identify the practice required to evaluate, measure and verify energy savings and demand reductions
associated with CDM activities in Ontario. They are not intended for training, nor asan assurance
of flawless evaluations. Still, by following these protocols, the appropriate regulatory agencies
and administrative agencies can have confidence that each evaluation served is identifiable and
comparableto the others using similar processes.

The different types of evaluations require data-collection and analysis methodologies with which some
Evaluation Administrators will have little familiarity. It will not be necessary to have in-depth working
knowledge of the many methods available. Itis highly advisable to have some familiarity with basic
evaluation techniques so that selecting and monitoring an Evaluation Contractor ispossible, since
they willrecommend and implement specialized analytical methods.

While the value of program evaluation is well established, the questions of who should do what, how
(rigour level and consistency) it should be done, and when (rapid versus after-the-fact feedback as well
asrecurring studies) are far less well defined. EM&V protocols are intended toaddress the following

key issues:

¢+ The need for separation between the department responsible for program delivery and the
department responsible to assess program performance to realize credible and effective
evaluation.

+  The proper allocation of EM&V costs; typically higher for more project-based evaluations or
pilots and typically lower for larger, ongoing programs.

¢+ The proper attribution of savings, when results from multiple evaluations have to be credibly
tabulated intoa collective total by following common rules and processes.

¢+ The appropriate use of ex ante input assumptions (e.g. the Measures and Assumptions Lists)
during program planning, monitoring and evaluation.

¢+ Procedures toidentify and prevent duplication of evaluation efforts.

¢+ The realization of “economies ofscale” by evaluating similar initiatives and efficiency projects
together, such that fewer individual and potentially inconsistent sets of results emerge atthe end
of a program cycle.
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¢+ How the five major streams of evaluation work may be combined or separated in various ways for
efficiency and quality:

o Outcome (summative; ex post; conducted to verify cognitive and behavioural changes).

o Impact (summative; ex post; can include M&V engineering conducted for the purpose of
developing new or improved ex antesavings estimates).

o Process Assessment (develop conclusions about program performance; includes audits;
can include behavioural research for the purpose of developing new or improved ex ante
savings estimates).

o Market Study (market characterization thatcan contribute to evaluating the impact of codes
and standards, time-of-use rates, market transformation elements of efficiency programs
and may also contribute to the development of ex ante savings estimates).

o Cost Effectiveness (economic analysis that compares the benefits of an investment with the
costs).

¢+ How toincorporate the temporal element of moving from “Resource Acquisition” to “Market
Transformation”, using “Capability Building”.

¢+ Toensure aconsistent approach tohiring and managing Evaluation Contractors across the
Province.

The entire EM&V effort is used to develop a reliable net savings estimate—those savings attributable
to or resulting from program-sponsored efforts as distinguished from savings that would have
occurred anyway, be that from individual behavioural choice, public acknowledgement, or from
naturally occurring market adoption.

Presentation of Information

This document takes a process-driven approach in presenting the information. The information is
presented asaseries of steps an Evaluation Administrator would take in managing the evaluation
process, from designing evaluations, to hiring Evaluation Contractors, to reporting evaluation results.
Of course in the real world, the process isnot purely linear —many steps are interrelated and, to some,
degree the process isiterative.

Structure of the Document
The document is divided into two sections:

PART 1: DEVELOPING, PROCURING AND REPORTING ON EVALUATIONS

Part 1 guides an Evaluation Administrator through the first 12 steps in the overall EM&V process:
from documenting a program’s market strategy, hiring an evaluation contractor and managing and

publishing the evaluationresults.
PART 2: CONDUCTING AN EVALUATION

Part 2is intended primarily for Evaluation Contractors, but it is also a useful reference for Program
Administrators, providing them with a high level understanding of the technical processes required to
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carry out the evaluation. Part 2 contains 10 Technical Guides.

Evaluation Administrators need a high-level understanding of the work the Evaluation Contractor is
undertaking, therefore it is recommended that Evaluation Administrators also become familiar with
the techniques and methods outlined in Part 2.

EM&V Protocols and Requirements V2.0 (2015-2020) vs. EM&V Protocols and
Requirements V3.0 (2019-2020)

This document replaces the previous version of the EM&V Protocols and Requirements V2.0 (2015-
2020), with an enhanced version that provides additional guidance and clarification on how to
undertake an evaluation for energy efficiency and behavioral programs and the addition of

conservation voltage protocols.
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Part 1:

Developing, Procuring
And Reporting Evaluations

Audience: Evaluation Administrators
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The2019-2020 Interim Framework EM&YV Protocols and Requirements helpsProgram
Administratorsand Evaluation Administrators create and manage objective, high quality,
independent, and useful conservation program evaluations. This Protocol was developed for all
staff who plan, commission, and manage program evaluation services across the province.

In the most general sense, Evaluation Administrators are persons or organizations responsible for
evaluating energy efficiency, conservation, ordemand response initiatives. Inthe EM&V context,
Evaluation Administrators are those who are specifically responsible for designing and implementing
the Evaluation Measurement and Verification Plan (EM&V Plan) of energy efficiency, conservation,
and demand responseinitiatives.

Part 1 guides the Evaluation Administrator through the initial steps thatlead toconducting the agreed
on evaluations by an Evaluation Contractor. The Evaluation Administrator will employ industry best
practices for procuring an Evaluation Contractor and working with the selected Contractor to develop
and implement theEM&V Plan. Evaluation Administrators are responsible for developing an EM&V
plan for a particular program or portfolio. They are also the point-of-contact for EM&V Evaluation
Contractors. Evaluation Administrators are sometimes referred to as Evaluation Managers. In general
terms, these steps involve the followingactivities:

¢ Hiring an independent, qualified Evaluation Contractor —thisinvolves inviting qualified vendors tobid on
the project and selecting an appropriate contractor from among thebidders.

* Coordinating Evaluation Contractors activities — thisinvolves working with the Evaluation Contractor to
determine the detailed research methods that willbeused.

* Managing the evaluation process - this requires a combination of skills including: balancing resources,
overseeing the flow of data and information between persons involved in the evaluation, ensuring
quality control with regard tothe work being conducted, and ensuring project timelines are satisfied.

The Management Board of Cabinet’s Procurement Directive requires that the following principles guide the

procurement process:

* Vendor Access, Transparency, and Faimess: The procurement process should be conducted in a fair and transparent
manner, providing equal treatment toall vendors. Conflicts of interest, both real and perceived, must be avoided.
Particular vendors should not be relied on continuously, or routinely be granted contracts, fora particular kind of work.

* Value for Money: Goods and services must be procured only after consideration of the business requirements,
alternatives, timing, supply strategy, and procurement method.

* Responsible Management: The procurement of goods and services must be responsibly and effectively managed
through appropriate organizational structures, systems, policies, processes, andprocedures.

* Geographic Neutrality and Reciprocal Non-Discrimination: Entities subject to Ontario’s Trade Agreements must be
geographically neutral with respect to vendor access to government business.
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* Documenting the program strategy and offer —this requires an understanding of the program'’s logic
model.

* Properly scoping the program evaluation - thisinvolves selecting elements of the program logic model to
beevaluated and drafting theresearch questions.

¢ Identifying analytical approaches to address research questions - this requires exploration of factors
potentially influencing the program and identifying key metrics for each program element to be
studied.

* Specifying evaluation deliverables - this involves deciding on the frequency and timing of planned
evaluations, specifying the primary analytical methods the Evaluation Contractor is expected to use,
and creating a detailed timeline of project deliverables.

¢ Creating the Draft Evaluation Plan - thedraft evaluation plan forms the basis for the scope of work thatis
set out in the Request for Proposals (RFP) process which is used to hire an Evaluation Contractor.

¢+ Assessing the reasonableness of the Evaluation Contractor’s findings and conclusions - this involves linking
conclusions to findings and providing context for findings.

¢ Publishing the evaluation report —this includes explaining the evaluation results and providing

recommendations on enhancing the program.

The draft EM&V plan defines the Evaluation Contractor’s scope of work. When procuring an
Evaluation Contractor, the Evaluation Administrator must balance product quality, reliability, and
pricing. The following factors will come into play when selecting an Evaluation Contractor:

¢+ Selected areas of study

+ Choice of analytical methods

¢+ Availability of staffing

+ Timing of evaluation tasks

¢+ Data collection and analysisrequirements

+ Competitiveness of the offer

Evaluation Administrators and Program Administrators should expect theEvaluation Contractor to
propose avariety of approaches for carrying out the work. Given the nature of research, an EM&V plan
developed by an Evaluation Administrator is always a draft, with specific research activities developed
after work begins and uncertainties managed to achieve the desired levels of precision and accuracy
based on the factsrevealed.
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Step1:Document Market Strategy and Program Offer

Step 1. Document Market Strategy and Program Offer

Key Points /Highlights

Documenting Market Strategy and a Program’s Offer involves

the following tasks:

la. Specify Market Needs

1b. Identify Program Strategy

1c. Tabulate Impact Forecasts

1d. Highlight Program Benefit-CostRatios

Task la: Specify Market Needs

To plan aprogram’s evaluation one needs

a good understanding of the program. As
such, the program description should include
discussion of relevant market conditions and
theneeds of targeted stakeholders.

Given that the purpose of a program is to cause
change in the market, the program description
should point out key market hurdles and
barriers. The descriptions should include a table
thatidentifiesand distinguishesbetween:

Market Hurdles —these are temporary obstacles
that discourage the adoption of desired
behaviours. A well-designed program can, in
the short term atleast, directly influence market
hurdlessuchthatchangestobehaviour can
occur.For consumersinthebusinesssector,
anexample of amarket hurdle isthe payback
period or return-on-investment thresholds for
investing in energy-efficient equipment. For
individual consumers, amarket hurdle could
bethepriceof energy efficient appliances.
With such hurdles, afinancial incentive could
help the consumer overcome this one-time
investment hurdle.

Market Barriers —these are on-going obstacles
that prevent adoption of desired behaviours.
A well-designed program can also directly
influencemarketbarriers,butit ty pically
takes longer for change tooccur with market
barriers than with market hurdles. For schools,
for example, amarket barrier might be alack
of trained maintenance staff. If that’s the case,
auseful program design strategy might be to
offer technical training for maintenance staff on
energy savingsstrategiesand practices.

The Evaluation Administrator and Program
Administrator are both responsible for properly
classifying targeted market opportunities as
either market hurdles or market barriers.

A program’s design reflects an underlying
theory abouthow andwhy theprogram
activities will achieve the desired results. In
particular, the underlying theory illustrates
how program activities will help participants
overcomeone or moremarketbarriersor
hurdles, thereby leading tothe adoption of
energy efficiency or conservation measures.
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Task 1b: Identify Program Strategy

Traditionally, programs were classified as
having an underlying strategy that is either:

Resource acquisition —these programs address
market hurdles and arecharacterized as
involving the direct purchase of GWh or MW.
(Programs based on this strategy are referred to
as Resource Acquisition Programs). Or,

Market transformation - these programs address
market barriers and are characterized as
involving activities where GWh or MW savings
are the logical extension of market-based
outcomes. (Programs based on this strategy
are referred to as Market Transformation
Programs).

The Evaluation Administrator must identify
whether the program strategy is resource
acquisition or market transformation in nature.

Program strategies have evolved and now some
programs are hybrids, meaning they include
incentives aimed at overcoming market hurdles
and producing short-term energy savings
directly and they overcome market barriers,

leaving market conditions thatare favourable

for continued realization of program impacts.

Where a program involves a hybrid strategy,
the Evaluation Administrator must identify

whichactivities areassociated with market
transformationand which areintended for
resource acquisition.

Regardlessoftheprogramtype, Program
Administrators should forecast the demand
impact from the program. This information is
required in order to address system reliability.
Although the system peak demand savings
of all programs offered will be assessed,
outcome evaluations may also examine the
other benefits. To ensure demand savings

Step1:Document Market Strategy and Program Offer

Supportiveandtechnical guidelines onthe
following are included in Part 20f this document:

* Technical Guide 5: Gross Energy Savings Guideline:
* Technical Guide 6: Demand Savings Calculation Guidelines

* Technical Guide 7: Market Effects Guidelines

canbecalculatedusingavariety ofdemand
definitions, hourly load impacts should be
produced toallow for flexibility. More details
about calculating demand savings are in
Technical Guide 6: Demand Savings
Calculation Guidelines.

Task 1c: Summarize Budget Allocation

The program description should include a
summary of the spending on program activities.
In short, Program Evaluations focus on the
largest program expenditures or on where the
largest program impact is forecasted. A simple
table showing the budget allocation per class
of activity isnecessary toaddress the Program
Manager’s level of commitment tothe program
strategies chosen.

Tabulate Inpact Forecasts

For example, lighting programs make broad assumptions
about existing measures: their age, use, and condition. These
assumptions change theforecasted energy profile of the lighting
measures being removed. Similar assumptions alter the forecasted
energy profiles of replacement equipment. The mean difference
betw eenthesetwoforecastedenergyprofiles represents the

forecasted energy and demand savings expected for the program.
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Task 1d:
Highlight Program Benefit-Cost Ratios

Program cost-effectiveness has broad
implications for program planning, design, and
implementation. The Program Administrator
should develop reasonable forecasts of
program costs and savings, making sure that
cost-effectiveness screenings fairly represent
the anticipated ratio of program costs to
benefits. Whereverified benefit streams
orreal costs differ significantly from those
forecasted, theEvaluation Contractor should
note critical variances and offer conclusions
abouttheirimpactonprogramtheory.As
well, the Evaluation Contractor should make
recommendations regarding ways of resolving
large differences. Moving forward, the
Program Manager will be expected to use this

information tonarrowing these variances.

Summary of Action

Step1:Document Market Strategy and Program Offer

When preparing program cost-effectiveness one should
consult the cost-effectiveness policy and procedures

explained in Technical Guide 2: Cost-Effectiveness Guidelines

To help optimize implementation effectiveness,
cost-effectiveness studies may be done with
regard to specific program activities or with
regard to particular measures. These studies
can be valuable atthe early stages of aprogram
offer,or after program processeshavebeen
significantly altered.

* Classifytargeted marketopportunities as either markethurdles or market barriers

= Identify whether program strategyis resource acquisition or markettransformation

in nature

= If hybrid strategy involved, identify activities associated with markettransformation

and resource acquisition

* Include summaryof spending on program activities

= Indicate anticipated level of demand and energysavings expected

* Reportcost of conserved energy (and cost of demand savings, ifdemand savings

program)
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Step 2: Anticipate Program Causes and Effects

Key Points /Highlights

Anticipating Program Causes and Effects involves the following tasks:

2a. Summarize Resources Available forthe Program

2b. Categorize Planned Program Activities

2c. Specify Expected Return on Program Investments

2d. Highlight Potential Outcomes Resulting from the Program Offer

2e. Specify the Desired Impacts from the Program Offer

2f. lllustrate and Annotate Program Logic

2g. Verify Savings Attribution Pathway

Task 2a; Summarize Resources

] Non-capital funding — Examples of important non-
Available for the Program

capital sources of program funding:

Programsallocateresourcesinaneffortto Infrastructure (in-kind)—business and information systems

cause energy and demand savings.In the asponsoring organization may provide to operate the

explanation of the theory on which a program
is based, program administrators must specify
the resources available (namely, the monies
and time allocated to the program)to
achieve thedesired effects.

program, such as the organization’s procurement
services center, its billing information systems, or its
training facilities.

Human (inkind) —expertise and support staff
offered by an organization to help deliver a

program without a direct budget allocation, such

Capital is money allocated tofund specific program as utility account representatives, training center

activities and administrative expenses, including money staff, marketing professionals, etc

allocated directly to program service provisioning.

While capital covers the majority of program
funding, other contributions, such as in-kind
contributions for infrastructure and staff, may
add significantly to the program offer without
affecting the budget allocation. Where in-kind
contributions are relevant to achieving energy
and demand savings one should identify them

as key resources availableto the program.

Strategic Relationships —ties or relationships
sponsoring organizations may have with vendors
that may provide time or expertise without
significant added cost.
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Task 2b: Categorize Planned Task 2c: Specify Expected Return
Program Activities on Program Investments

Program activities are generally categorized Monies paid for goods and services that
based on the nature of their intervention into result in Program Outputs are program
the marketplace. Here are the main categories expenditures. Program Outputs are the most
intowhich programactivitiesusually fall: direct returns that canbe measured from

Financial Assistance - this is the payment of cash prograrTl e.xpenchtures. Program. Managers
. . must highlight on a Program Logic Model the
to encourage customers to engage in desired

behaviour. Financial assistance may include Program Qutputs that:

direct financial incentives, rebates, or in-store * lead tooutcomes along the “Critical Savings

discounts.Other financialassistanceinthe Attribution Pathway”and

formof financing, guarantees, or pricebuy- ¢+ involve theexpenditure of a significant

downs may alsobeused. amount of program resources thathave been

expended (regardless of their contribution to
energy and demand savings). (See Task 2f:
lllustrate and Annotate Program Logic for

Technical Assistance —these are when services are
offered to buyers of energy efficiency measures
or channel partners.Thisassistancemay be

consulting services, training courses, oraccess examples)

tohelplines.Thegoal oftechnical assistance Where possible, Program Managers should
isto facilitate the introduction, installation, or specify an average cost per unit of Program
maintenance ofenergy efficient technologies Output.

within the market.

Informational and Educational Materials - this is

basically materials focused on communicating Program Qutputs are basicaly the tangible results achieved

technical information, or information about yepregEm [Fepgn QUELS erRimaiin e sz €

technology options, en d-use applications, metrics the Program Manager establishes, such as: participants

oremergentpractices.Thematerials canbe served, the number of end-use measures installed, the number of

bill inserts. information brochures. client workshops held, pass/fail rates fromtraining programs, etc. Itshould
be notedthatthough programoutputs are criticaltoaprogram’s

testimonials, booklets, radio spots,
success, they are only intermediaries that demonstrate resource

exhibition booths, websites, smartphone apps,
etc. The form of media is less important than B
the message included: namely, technical

information rather than promotional material.
AProgram Logic Model is adiagram showing acausal

Promotional Materials —-materials aimed at chain with links that go from resource expenditure to
encouraging program uptake using media to long-termoutcomes for a program.
highlight a program’s presence within a market.

Often promotional materials are not considered

part of the planned offer program. However,

Evaluation Administrators and Program

Managers should insist on including them

in order to show how promotional activities

contribute to changing market attitudes that

then lead to changes in behavior and energy

demand.
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Task 2d: Highlight Potential Outcomes
Resulting from the Program Offer

Program Outputs should lead to some
anticipated market change. These changes are
themselves outcomes thatProgram Managers
must include in the Program Logic Model. The
cognitive, structural, and behavioral outcomes
necessary toachieve demand and energy
savings must be distinguished in the Program
Logic Model, along with other market changes
thatbring about the desired program impacts.

Types of Qutcomes

Cognitive Qutcomes: Changes in attitude of people and
organizations as aresult of aprogram. Such changes can be reflected
in learning, knowledge or understanding, perception, outlook, ambition,
desire, etc. They are changes inmentalabilities or perceptions
that influence people and cause them tochange their behaviour ina

desired w ay.

Structura Outcomes: Changesinthetargetmarket'’s ability to
observe and/or adopt behavioural outcomes as aresult of a program.
These changes can be reflected inthings like enhancement of skills,
technological innovation, changes in market structure, increased fiscal
support and other market-based changes that support the short-term,
intermediate, and long-termabilities of market actors.

Behavioural Outcomes: Changes in behaviour as aresult of structural
or cognitive outcomes achieved by aprogram. These changes can
be reflected inpurchasing decisions, stocking practices, technology
utilization, energy consumption, load shifting, etc. When assessing
whether there have been behavioural changes as aresult of a program

one must be sure tofilter out changes that might have occurred as a

result of externalinfluences.

Step 2: Anticipate Program Cause and Effect

Task2e: Specify the Desired Impacts from
the Program Offer

For funded conservations programs the desired
impact isusually demand and energy savings.
However, governmental and sustainability
initiatives may be part of aparticular program,
in which case societal impacts may come into
play,suchasjobcreation,emission credits,
and so on.

The Evaluation Administrator must document
the program demand and energy impacts,
specifying the hours of demand reduction
and the annualized energy savings. The
Evaluation Administrator may also include
other societal impacts (job creation, non-
energy benefits etc.) in the evaluation, but
the Evaluation Administrator must quantify
the impacts using standards applicable in the
particular industry. For example, an Ontario
utility may wish to calculate emission credits
associated with electricity demand reduction.
To dosso, the utility should apply the standards
and protocols set out in the International
Program Measurement and Verification
Protocols IPMVP) on emissions credits,
which may require measurements before and
after a retrofit. Furthermore, claiming and
selling/assigning anyemission credits toother
organizationsis subject toa complex and
changing legal framework. As such, Evaluation
Administrators must understand the protocols
applicabletoallimpacts claimed.
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Task 2f: lllustrate and Annotate Program Managers think about what the
Program Logic program is attempting to achieve and what

As noted, a program logic model is an the causal chains are toachieve the desired
illustration of program logic asa causal chain outcomes.

from resource expenditure to the long-term The arrows linking program activities to
impacts of theprogram. outputs, outputs to outcomes, and outcomes to
Figure 1.0: The Basic Elements of a Logic impacts represent the intended cause and effect

Model shows the basic elements of a program relationships underlying the program. Assuch,

logic model. Craftinga good logic model these linkages must be explained in the EM&V

requires that Evaluation Administrators and Plans.

Figure 1.0: The Basic Elements ofa Logic Model?

for
Customers

Reached

External Influences and Related Programs (mediating factors)
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Task 2g:
Verify Savings Attribution Pathway

The Evaluation Administrator should document
the intended impacts of the program (reduced
energy demand and savings.) and unintended
impacts that may occur as a result of the
program. For example, a residential demand
response/load control initiative could provide
a mechanism, for example, a programmable
thermostat,) that if program participants use
attimes that are outside those expected (an
unintended impact) as a result of their increased
awareness (a cognitive outcome), and change
their heating and air conditioning
consumption patterns (behavioural outcome)..
The primary reductionsin peakdemand
that result from the thermostat (infended
impact) are central to the initiative. The
Evaluation Administrator should clearly
identify at least one (if not more than one)
pathway (referred to as an attribution
pathway) leading from program resource
expenditures directly to energy and demand
savings.

Attribution Pathway: A relationship fromone or more
program-sponsored activities to outcomes and impacts being
asserted by the Program Administrator or Evaluation Administrator.
The pathw ay is asetoflogicalconnectionsbetw eenresource
expenditures and specific impacts sothat cause and effect can be

attributed to the programoffer.

Summary of Action

Step 2: Anticipate Program Cause and Effect

By identifying an attribution pathway, the
connection between program intentions and
verified program energy and demand savings,
including unintended savings impacts, can
easily be seen.

By exploring alternative hypotheses about how
outcomes evolved one can identify questions
about the potential effects of market externals
that can be researched. The development of a
logic model helps evaluators understand all of
the possible ways the program outcomes might
ripple through the targeted population. Ripple
effects occur, for example, when people mimic
desired actions without involvement in the
program or as aresult of previous participation
in the program. Once such additional outcomes
are identified, evaluators will know to ask
questions about why they occurred. Without
suchinvestigation potential outcomes may
gounnoticedandbothdirectandindirect
outcomes that could add to program impacts
may bemissed.

Evaluation Administrators are encouraged to

look for, and document, alternate pathways for
demand and energy savings. Including these
pathways within thelogic model provides
a means for claimingenergy and demand
savings that result from unintended, yet highly

desirable, market behaviours.

* Specify resources (time and money) available to achieve desired effects

< Highlighton Program Logic Model: Program Outputs that lead to outcomes along

Critical Savings Attribution Pathway

< HighlightProgram Outputs involving significantexpenditure of program resources

* Distinguish types of outcomes resulting from program

= Document program demand and energy impacts

* Documentintended impacts of program

* Lookfor and documentany alternative pathways for demand and energy savings
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Step 3: Properly Scope Program Evaluation

Step 3: Properly Scope Program Evaluation

Key Points /Highlights

Properly Scoping Program Evaluations involves the following tasks:

3a. Select Elements from the Program Logic Model to be Assessed

3b. Specify Types of Evaluationto be Completed

3c. Clarify Intended Use of Evaluation Findings

3d. Draft Research Questions

Task 3a: Select Elements from the Types of evaluations include:

Program Logic Model to be Assessed * Outcome Evaluation — thisis conducted to

for the Evaluation

Budgets for evaluations are generally
constrained. Therefore, staff will have to make
choices regarding the scope of theevaluation.

Evaluation Administrators and Program
Managers must choose which elements will
be evaluated. The selection of elements should
bebasedonthelogic model createdunder

Step 2. Depending on the size and magnitude

of the evaluation, all or some elements in the
Attribution Pathway (seeFigurel.0)canbe
included in theevaluation.

Task 3b: Specify Types of Evaluations
to be Completed

When all the elements that will be included

in the evaluation were selected, the evaluation
objectives associated with the elements should
be specified. In developing a statement of work
for an Evaluation Contractor, the evaluation
administrators should determine the types of
evaluations that should be requested to ensure
thattheevaluationobjectivescanbemet.

verify cognitive and behavioural changes
believed necessary for the realization of
program objectives (outcome evaluations are
summativeand ex post).

® Impact Evaluation — thisis conducted to

measure the change in energy consumption
or demand caused by the program (Impact
Evaluationsaresummativeandex post).
Suchevaluations canalsoincludeM&V
engineering processes used for developing
new or improved ex ante evaluation
estimated savings.

® Process Assessment Evaluation — thisis

conducted to explain the program impact
and/oridentify lessonslearned toinform
future program strategies (in other words,
to develop conclusions about program
performance). Such assessments can include
conducting behavioural research for the
purpose of developing new or improved

ex anteevaluation estimated savings.)
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* Market Study Evaluation —the study of market
characterizationisconductedbecauseit
can contribute to evaluating the impact of
codes and standards, TOU rates, and so
onitcanactasabenchmarkformarket
transformation elements of efficiency
programs and may contributetothe
development of ex anfe savings estimates.

¢ Cost Efectiveness Evaluation — a cost
effectiveness evaluation includes “standard”
cost effectiveness tests as provided in
Technical Guide 2: Cost-Effectiveness
Guidelines. Where the Evaluation
Administrator or Evaluation Contractor
deems itappropriate,itmayalsoinvolve
exploring the cost-effectiveness of individual
measures, program elements, and/or
implementation procedures.

Keep in mind that theanalytical methods
used in each type of evaluation will depend on
the type of program evaluated. For example,
program administrators will use a different
analytical method for a demand response
program impact evaluation and will report
different information for such an evaluation
than for an evaluation of an energy efficiency
program.

When conducting evaluations, one must
develop a robust analytical approach that yields
statistically significant findings. Part Two of this
guide provides guidance onthe assessment of
conservation programs. The manner in which
aprogram is offered must be considered in the
assessment. Therefore, all EM&V plans must
provide astrategy thatwill result in evaluated
savings estimates associated with the program.

When applicable, Evaluation Administrators
must work with the Evaluation Contractor
and apply the methods recommended in the
Part Two. Programs must follow the guidance

Step 3: Properly Scope Program Evaluation

developed in the following sections:

¢ Technical Guide 3:Process Evaluation Guidelines
are for all instances where a process

assessment is sought or where concerns over

operational efficiency have been expressed.

v Technical Guide 4: Project Level Energy Savings
Guidelines are for single site implementation

programs, such as those used for custom
industrial process optimization.

v Technical Cuide 5: Gross Energy Savings
Guidelines are for most mass market energy
efficiency programs and conservation
initiatives.

* Technical Guide 7: Market Effects Evaluation
Guidelines arefor programs thoughtto
change conditions, processes, or practices.

¢ Technical Guide 8: Net-to-Gross Adjustment
Guidelines are for all savings claims and
primarily used for energy efficiency

programs.

Task3c: Clarify Intended Use of
Evaluation Findings

The Evaluation Contractor and Evaluation
Administrator must understand how

the evaluation willbe used beyond the
determination of verified savings estimates
and must document these intended uses
within the EM&V plan. Forexample,a
programdesign team may commission a
research study toassist indesigninga
programtoestimatemeasurelevel
effectiveness. The intended use of the
evaluation findings will influence the
evaluation plan and the manner in which
the data is presented.
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Task 3d: Draft Research Questions

Once evaluation objectives areestablished
program administrators must convert them
into general and specific research questions that
then become the focus of the evaluation effort.

Program administrators should derive

the general questions from the evaluation
objectives. Each general question implies
specific research questions that are capable of
being answered through data collection and
analysis.

Clear research questions help build consensus
among evaluation stakeholders and offer
guidance on the areas of investigation,
which increases the likelihood of coming
up with valuableevaluation findings,
insightful conclusions, and useful program
recommendations. Properly stated research
questions:

(@) flow directly from theevaluation

objectives
(b) are specific and solicit significant finding
(c) canyield answers that are actionable and

(d) areanswerable within the constraints of the
evaluationbudgetandother resources.

Summary of Action

* Choosethe elements to be evaluated

Step 3: Properly Scope Program Evaluation

Keep in mind that for each research question
there are distinct experimental considerations,
such as the sample size and parameters,
relevant comparison group, data collection
methods, and so on. As a result, few research
projects effectively answer more than a handful
of research questions. The narrowing of
research questions is a fundamental activity
within EM&V planning and is necessary
for amanageable evaluation. Evaluation
Administrators should narrow the inquiry
toless than adozen, well-crafted research
questions.

* Ensure evaluated savings estimates are provided ratherthan deemed savings estimates

< Convertevaluation objectives to general and specificresearch questions
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Step 4: Identify Analytical Approaches to Address Research Questions

Step 4. Identify Analytical Approaches to Address Research Questions

Key Points /Highlights

Identifying Analytical Approaches to Address Research Questions

involves the following tasks:

4a. Construct Chain of Logic Connecting Resource Expenditure to Program Impact

4b. Explore Factors that May Influence Program

4c. DocumentMarket Conditions and Research Constraints

4d. Specify the Populations of Interestand Sampling Strategy

4e. |dentify Key Metrics for Each Program Elementto be Studied

Task 4a: Construct Chain of Logic
Connecting Resource Expenditure to
Program Impact

Evaluation administrators must convert the
research questions developed in Step 3 into
experimental inquiries to estimate demand
and energy savings. In general, each research
question will require verification of outputs and
outcomesand quantification ofimpacts.

Converting the research question must be
done by testing aseries of research hypotheses
along the “attribution pathway” (see Step 2)
associated with each research question under
investigation.

Anexampleofahypothesis oftenusedinour
industry isthat a particular financial incentive
caused the participant to adopt the particular
energy efficiency measure. Like allhypotheses,
thathypothesis may ormay notbe supported by
evidence. Given that it is commonly accepted
that some program participants would have
adopted theparticular measurewithoutthe
incentive,itisclear that commonhypothesis
isnot always supported. Still, thehypotheses
may be supported more often than not. So, the
attribution pathway isstill valid, but only for a
proportion of theparticipants

Evaluation Administrators and Program
Administrators must not stop atan overly
simple inquiry; instead they must validate
the theory underpinning aprogram based
on acontinuous set of hypotheses along the
attribution pathway. For the theory toremain
valid, the hypotheses must be explicitly stated
in the evaluation plan and tested using valid
analytical methods.
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Task4b: Explore Factors that may
Influence Program

Considering the unintended impact of external
factors helps evaluators isolate and report on
program cause and effect. Formalizingthe
consideration of unintended impacts of a
programisnecessarytoattributeimpactsto
specific program offers and to allocate savings.

Examining external, non-program factors
that might influence anexpected outcome can
reveal non-program relationships and suggest
alternative hypotheses about how outcomes
occur. The process of examining the underlying
theory,makingthelogical relationships
explicit between the program components, and
considering external influences can suggest the
need for changes toaprogram’s design or the

evaluation plan.

Task 4c: Document Market Conditions
and Research Constraints

Deciding on the resources to dedicate to
program evaluation involves simultaneous
consideration of:

(1) the importance of the program decisions
towhich theevaluation will contribute (i.e.
achieving CDM targets)

(2) theresources needed tosatisfy the
evaluation’s objectivesand,

(3) theresourcestheprogramcanafford.

Where external influences prohibit the study
of criticalelementsonwhich theprogram
is based, the constraints prohibiting the
analysis should be explicitly stated within the
program evaluation plan. The rationale for
doing soisnot only for simple transparency;
rather thereasonisgroundedinthefact
thatevaluation staff or contractors will likely
seetheimportanceofvariouselements of
program theory theprotocols require explicit
disclosure of constraints toanarea of relevant

investigation.

Step 4: Identify Analytical Approaches to Address Research Questions

Evaluation Administrator should narrow the
areas of investigation before the evaluation
contractor begins their work. Doing so
after-the-fact can jeopardize the evaluators’
autonomy to explore program cause and effect.

Task 4d: Specify the Populations of
Interest and Sampling Strategy

Quantitative research aims to determine the
relationship between one or more independent
variables (for example, installation of program
measures) and a dependent variable (for

example, GWh savings) within atarget group
(for example, low-incomehouseholds).

Evaluation Administrators may use either a
descriptive or experimental study approach
to determine the relationship between

independent or dependent variables.

Adescriptive study establishes only the association between
variables, suchas, the propensity for energy savings
among program participants. An experimental study, on the
other hand, establishes causality between installed energy

efficiency measures and observed demandreductions.

In practice, trueexperiments are difficult to
establish for CDM initiatives. So, the industry
has adopted quasi-experimental approaches
that accept market characterization and
measure effectiveness testing thatis commonly
used to support or confirm findings from other
evaluation efforts. Methods such as tabulating
descriptive measurements and finding the
statistical significance of a relationship between
variables are usually notthought of asresearch
designs,butinfact,theprocessofgoingfrom
the results of these analytical procedures to
answer evaluation questions involves hypothesis
testingand, therefore, undergoes a similar
process toresearchdesign.
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If, however,a Program Evaluator needs to
determine the proportion of a quantified
outcome that can be attributed tothe particular
programinstead oftoexternalinfluences
(that is, the Evaluation Administrator needs
toconductanimpactevaluation),thenone
must use a credibleresearch method. The
method should allow toestimate what actions
participants would have taken (outcomes) had
the program not existed. The difference between
what participants would have done and what
they actually did, isthe amount of the observed
outcome that can be attributed to the program.

Evaluation research designs that allow
Evaluation Administrators to make claims
of effect are called “experimental” or “quasi-

experimental” designs.

In theexperimental method Evaluation
Administrators must fully define the study and
comparison populations. They must describe
how todetermine each sample group,

the numbersincluded in the study, and

the resulting precision expected. Unless an
exception is granted (and exceptions are
typically only granted for market effects), the
confidence in the quantitative findings must be
atleast 90%.

Summary of Action

Step 4: Identify Analytical Approaches to Address Research Questions

Evaluatedsavings (asopposedtodeemed
savings estimates) must be provided, unless
unique circumstance prohibit comparison
group selection (for example, ifevaluating a
large industrial energy efficiency program and
similar conditions or processes are unlikely
toexist for comparison,or wherethereare
no or limited comparison groups such asin
new construction). Insuch cases, refer to the
Technical Guide 4: Project-Level Energy
Savings Guidelines orthe Technical Guide

9: Guideline for Statistical Sampling and
Analysis.

Task4e: Identify Key Metrics for Each
Program Element to be Studied

The research questions developed earlier
will help prioritize the areas of study around
essential program elements

Evaluation administrators must identify the
sources of data for each question, along with

alternative strategies for collecting data where
data access or integrity may be suspect. Where
there is alack of data to calculate indicators for
each program indicator, one must revisit the

research questions.

In a separatetableorganizethe program
elements against the program theories. For each
program element being studied identify the
potential data source and collection method.

< Convertresearch questionsin experimental inquires to estimate demand and energy

savings

* Specify irrelevantassumptionsto be excluded from investigation

< Ensure evaluated savings are provided

* Create table highlighting keymetrics and linking them to relevant theories underlying

the program.
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Step5: Specify Evaluation Deliverables

Step 5. Specify Evaluation Deliverables

Key Points /Highlights

Specifying Evaluation Deliverables involves the following tasks:

5a. Draft EM&V ProjectGantt Chart(s)

5b. Consider Cross-Cutting Approaches

5c. Identify Study and Comparison Groups

5d. Highlight Analytical Methods Expected

5e. Explore Data Collection Opportunities and Constraints

5f. Changein Hourly (8760s) Load Shapes Explored

59. Formalize the Draft Evaluation Plan

Taskba: Draft EM&V Project
Gantt-type Chart(s)

Asaresultofworkingthroughtheprevious
steps, the evaluation requirements have been
defined. Using established project management
techniques, the Evaluation Administrator must
manage the delivery of requirements.

Evaluation deliverables must be depicted in
aproject chart (for example, a Gantt chart or
something similar) showing the timing of each
component of the EM&V project and resources
related to each component. Evaluation
administrators should show the types of
evaluationstobecompleted over thecourse
of the portfolio/program offer. Keep in mind
that to show this, the chart may have to include
timeframes beyond the program expiration
date. For example, for weather-sensitive loads,
the chart may haveto show timelines that
extendtol8monthsormore,asutility data
may need to be captured for one full year, with
an additional six months required to analyze

andreportthefinal programyear savings.

The Evaluation Administrator must decide
on the frequency, duration, and timing of
planned evaluations, aswell asthe types of
evaluations thatwill be completed. The
types of evaluations within the scope of
the 2019-2020 program offerings are
those described on page 29 (Draft
Evaluation Plan Template 2019-2020).

Types of studies defined in Task 3b: Specify
Types of Bvaluations to be Completed should
be represented as milestones on the project
chart. The evaluation administrator must
include details regarding each type of evaluation
in the project chart, including the start and
end datesofmajor deliverablesrelated tothe
particular evaluations. Time should be allocated
toeachmajor deliverablewithin thescopeof
each evaluation including, among other things,
the followingevaluation activities:

* Finalizing the Evaluation Plan - The Evaluation
Contractor whowill conduct the actual
evaluationmayneedtorefinetheDraft
Evaluation Plan presented tothem. When
puttingtogether theFinal Evaluation
Plan, be sure to leverage the Evaluation
Contractor’s experience and knowledge
to ensure that the scope and resources
dedicated to the evaluation are optimal and

realistic.
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Developing Data Collection Instruments - Data
collection instruments include surveys, field
work, focus groups, etc. The Evaluation
Contractor with assistance from the Evaluation
Administrator must coordinate data collection
from program implementers, utilities and
program staff. Keep inmind that, depending
onthedataavailable,itmaybenecessary
to allocate significant time and resources

for developing data collection instruments
throughout the evaluation process.

Collecting Field Data —In-field data collection
involves data about the relationship between
the Program Administrator and its
customers. Note that because such
information can be considered sensitive (i.e.
use of personal information), the

Evaluation Administrator must monitor in-
field data collectionefforts.Fielddata can
be quantitative (collected from metering
studies, mystery shoppers, on-site inspections,
etc) and/or qualitative (collected from focus
groups, panel studies, process reviews, etc)
Whether the datais qualitative or quantitative
the collected information must be summarized

without bias.

Presenting the Findings — The dates at which
the summary of findings will be presented

to the Evaluation Administrator must be
included on the project chart. These dates are
oftenacouple of weeksaftersurveys,orat
pre-defined periods before the preparation
of thedraftevaluationreport.Evaluation
Administrators must ensure the Evaluation
Contractor presents a summary of its findings
and supporting data in a timely, constructive

manner.

Delivering the Draft Evaluation Report —The project
chartshouldspecify thedatewhen thefirst
draft of the evaluation report is tobe delivered.
When setting this deadline itis critical to allow
sufficient time for the program administrator

and other interested stakeholders tointernally
review findings and results emerging from the
draft evaluation reports.

Deliveringthe Final Evaluation Report—The

Step5: Specify Evaluation Deliverables

delivery date of the final evaluation report
must be specified in the project chart.

Task 5b: Consider Cross-Cutting Approaches

Conducting multiple analyses or evaluations
simultaneously is known as cross-cutting.
Applyingacross-cuttingapproach canhelp
optimize evaluations. For example, when one
adjusts an end-use measure and that adjustment
causes changes toanother end-use measure, the
resulting change is referred to asa cross effect.

A cross-cutting approach can be used toanalyze
cross effects. Where the Evaluation Administrator
thinks using a cross-cutting approach would be
useful, theEM&V scope of work should explicitly
statethat theapproach should be used.

Because different scenarios could theoretically
result in either overstatement or understatement
of program savings, the Evaluation Administrator
must disclose how cross-cutting techniques will
be used to optimize evaluation cost-effectiveness

whileadding to the reliability ofevaluation findings.

Task 5c: Identify Study and Comparison Groups

Exanples of When Cross-Cutting Is Useful

A lighting program may involve replacement of incandescent

lamps with compact fluorescent lamps that can provide the same
lumen output with greater efficiency. Installation of the compact
fluorescent lamps also means that less heat would be emitted by
thelightsource, which could have apositive effecton coolingloads
(adding to efficiency gains when a space requires cooling) or a negative
effectonheatingloads (reducing efficiencygains inaresidential
single family home) ifthe installations occurin conditioned spaces. To
account forthese cross effects, cross-cutting analytical approaches
mustbeusedw herethe effectsare expectedtobe substantive.

Energy efficiency initiatives often have some effect on seasonal or peak
demand. Therefore, theimpactresultingfromone or more energy
efficiency initiatives affecting the same market should be considered
when evaluating demand response initiatives within the same sector.
Evaluation contractors will often look only atthe direct influence of one
program onanother where a participant inone program isscreened for
participation in another. By failing to use a cross-cutting approach in
suchacase, the Evaluation Administrator risks understating savings.
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Comparison Groups

Abriefdescriptionoftheanticipatedstudy
group and comparison groups must be stated
for each analytical approach thatwill be used in
the evaluation. The Evaluation Administrator
must explicitly state in the evaluation plan the
need for acomparisongroup.Furthermore,
the Protocol specifies the methods by
which comparison groups are selected - the
selection process should be conducted by the
Evaluation Contractor. Wherepossible, the
comparison group(s) should be representative
of the study group. The EM&V plan must
consider comparability between thestudy and
comparison groups inamanner which result in
statistical significant findings.

Task 5d: Highlight Analytical
Methods Expected

The Evaluation Administrator develops alist of
analytical methods tobest achieve the defined
objectives in the EM&V Plan. The Evaluation
Administrator must specify the primary
analytical methods the Evaluation Contractor
isexpected to use. For example, the Evaluation
Administrator may specify that estimated
program savings should be based on billing
analysisrather thanengineeringmodels.

Furthermore, theEM&V planmustinclude
information regarding thesavings attribution
model. Attribution models are used to define
the process an evaluation will follow to
determine whether energy and demand savings
aredue to program influence.

Step5: Specify Evaluation Deliverables

Task 5e: Explore Data Collection
Opportunities and Constraints

The Evaluation Administrator must make clear
to the prospective Evaluation Contractors
whatdatawillbeavailablefor analysisand
the timing of data acquisition. And the
Evaluation Administrator should ask Evaluation
Contractors to propose strategies for collecting
the desired data and/or options for collecting
similar data. Ifthereare any constraints
related tothe data acquisition, the Evaluation
Administrator must highlight these constraints
in the scope of work provided tothe Evaluation
Contractor.

If data acquisition constraints exist, they must
not be allowed to affect evaluation practices and
the integrity of an evaluation. Most Evaluation
Contractors have encountered data constraints
and have experience with similar analyses from
which they likely canrecommend alternatives
for data collection.

Where the data constraints are expected to be
persistent, the Evaluation Administrator must
indicate the steps thatare to be taken to ensure
EM&V best practices are upheld. Timelines
within which data constraints are required to
be resolved must be set out in the EM&V plan
and time should be built into future evaluation
cycles, or atleast discussed with the Evaluation
Contractor, toensure the constraints are
resolved.
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Task 5f: Explore Changes in Hourly Task 5g: Formalize the Draft

(8760s) Load Shapes Evaluation Plan
Withtheintroductionofsmartmetersto Evaluation Administrators must create a Draft
Ontario’s residential sector, some LDCs have Evaluation Plan. The Draft Evaluation Plan,
usage and demand data that can be analyzed must conform to the specifications established
asapartoftheevaluationofloadshapes. in Step 7: Bvaluation Plan Dewelopment
Evaluation contractors that have experience Guidelines.

with load shape analysis can provide insight
into how interval data can be used for program
evaluation.

Given Ontario’s electricity reliability standards,
using interval data for load shape analysis
may be much more illustrative of the achieved
impacts than traditional annual estimates of
demand and/or energy savings. As a result,
when estimating demand and energy impacts,
where appropriate, priority may be given to

using interval data.

= Create project chart showing timing of each componentof EM&V projectand
resources related to each component

< Decide onthe frequently, duration, and timing of planned evaluations

= If cross-cutting techniques are used, disclose how theywill optimize evaluation
cost-effectiveness

< Specify the primaryanalytical methods Evaluation Contractoris expected to use

< Provide information aboutsavings attribution model used

< If there are constraints related to data collection, highlightthem in Evaluation

Contractors scope of work
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Step 6: Evaluation Classification Protocols

Step 6: Evaluation Classification Protocols

Key Points /Highlights

When undertakingaprogram evaluation, the following types of evaluation

should betakeninto consideration

6a. ImpactEvaluations

6b. Process Evaluations

6¢. Market Effects Evaluations

6d. Cost-Effectiveness Evaluations

6e. Outcome Evaluations

Introduction

IntheDraftEvaluationPlan,theEvaluation
Administrator must specify the types of
evaluations to be completed. Impact, Process,
Market Effects and Cost-Effectiveness
Evaluations are the most discussed evaluations
for energy efficiency programs. Another type of
evaluation is an Outcome Evaluation. Outcome
Evaluationsareoftenuseful whenthereisa
need toestablish the cause of observed effects.
Therefore Outcome Evaluations can be highly
relevant to theresearch

Task 6a: Impact Evaluations

Impact Evaluations are assessments of both
intended and unintended effects thatcan be

attributedtoaprogram, policy,or project.

Impact evaluations are the most rigorous of
all evaluations since the attribution chain
must be established from program outputs

through observed outcomes totherealization

of tangible impacts. Such evaluations are most
appropriately applied tothose measures that

have adirect causal impact, like the installation
of insulation on building heating and cooling
efficiency.

For animpact evaluation, the contribution

of external factors toward the realization of
desired impacts should be limited tofactors that
are reasonable and canbe accounted for within
theanalysis.Inthepriorexampleofbuilding
insulation, the external factors are weather and
theset point for theinterior temperature. For
weather effects we generally normalize tosome
long-term weather trend or establish a reference
weather year. For participant behaviours we
hypothesizeand test whether the program
under study substantively influences the
behaviours of the target market (participants).

In general, an impact evaluation addresses
the following question: What are the verified
quantifiable effects (impacts) attributable to the
program? For CDM initiatives, the primary
impacts are energy (GWh) savings and demand
(MW) reductions.
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Examples of research questions used
in Inpact Evaluations:

+ What isthe direct impact ofthe entire program on energy sa
and demand reductions?

+ What is the direct impact of individual program elements
or behaviours on energy savings and demand reductions?

+ What isthe direct impact ofthe overall program on non-energy
benefits (NEBs)?

» What is the direct impact of individual program activities on
non-energy benefits?

» What isthe magnitude of observed effects? What proportion of
those effects can beattributed to the program?

* Whatkey factors are responsible for the verified savings?

» What could have caused the observed energy saving behaviours, if
they w ere not caused by the program?

» What behaviours were adopted by program participants when

compared to those of non-participants?

Task 6B: Process Evaluations

Process Evaluations areassessments of
program policies, procedures and practices,
along with areview of organizational controls
that contributed to their realization. Unlike
management consulting mandates, which tend
to be forward-looking, process evaluations are
retrospectivein nature.

Process Evaluations review practices that were
implemented over the period under review,

outlining the strengths and weaknesses of
program processes and seeking opportunities

for improved operational efficiencies.

Process Evaluations verify program

expenditures, review the efficacy of the services
provided by the program and document the
resulting operational outputs to program

objectives.

Step 6: Evaluation Classification Protocols

Examples of research questions used
in Process Evaluations:

* Are program designs and supporting organizational
controls adequate?
* Is the programproducing the outputs intended?
* Areresourcesreasonable relative to programobjectives?
* How might the programbe improved?
+ How canthe program be modified toimprove cost-effectiveness

or to enhance the streamof benefits?

The Evaluation Administrator should work with
the Program Administrator to re-state specific
program concerns intoresearchable questions to
be investigated by Evaluation Contractors. The
following general questions are good examples to
be reframed for a program Process Evaluation:

¢+ Are program objectives set too high? Too
low? What market actors are being served
andthroughwhatdelivery channels?

¢+ Isiteasy for customers to join or participate
intheprogram?Whatmotivatesthemto
participate?

¢+ Aretheavailabletools and services
supporting program delivery? Are the tools
used properly by program delivery agents?

¢+ Are customers participating at expected levels?
Are some customer groups participating more
than others?Why?

+ Which tools and services are being used? By
what groups? Are customers satisfied with
the program?

¢+ Are theresources assigned tothe various
program components adequate to achieve
the desired objectives?

¢+ Istheprogram leveraging available funds
effectively? How could additional resources
be applied? Are detailed program
expenditure recordsmaintained?

¢+ How can the program better engage
non-participants and hard-to-reach
populations? What recommendations do
participants and non-participantshavefor
theprogram?

+ Would administrative improvements better
support the provisions of program services?
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Task 6¢: Market Effects Evaluations

Market effects evaluations assess the changes,
duetoprogram, policy,and projects,inboth
short-term and long-term structural elements
of themarket place,aswellasthecognitive
processes and behaviours of key market actors
thatlead directly to energy savings and demand
reductions.

For resourceacquisition programs, market
effects evaluationsservetomeasurethenet
effect of programs by accounting for key major
net-to-gross effects: spillover and free ridership.
Market effects evaluation also seeks to attribute
transformational impacts on the

market resulting from application of codes
and standards, legislation, innovation, and
capability-buildinginitiatives.

Evaluation Administrators should include
market effects evaluations when Program

Administrators suggest intended changes to
target markets, or when they espouse along-
term approach with proposed exit strategies,
or suggest thatactors’ behaviours will persist
beyond thescopeoftheintervention.

Examples of research questions used
in market effects evaluations:

» Have changes occurred inthe willingness or ability to produce,
distribute, or service new energyefficienttechnologies?

» What changes or effects are associated with individual program
components/activities?

* How havethebehaviours oftargetedactorschangedovertime?

+ What external factors are related to the achievement of observed
market effects? Whatisthe strengthofthoserelationships ?

* How effective hasthe programbeeninreducing marketbarriers?

* Have desired behavioural outcomes continued overtime?

Step 6: Evaluation Classification Protocols

Task 6d: Cost-Effectiveness Evaluations

Cost-effectiveness evaluations measure the
stream of benefits against the costs toachieve
those benefits. Ingeneral, cost-effectiveness
evaluations are implemented at the program
level by leveraging industry-established tests.
Thedetailsofthetestsrequiredin Ontario
can befound in Technical Guide 2: Cost-
Effectiveness Guidelines. Cost-effectiveness
evaluations may also target measures, program
delivery agents, and specific program activities.

Examples of research questions used in
cost-effectiveness evaluations:

 How much did the verified energy savings and demand
reductions costtoachieve?

* What benefits resulted from individual program activitiesrelative
to their costs?

» Was the program cost-effective? Does this program pass the
cost-effective hurdles established for the Province of Ontario?

» Which delivery channels are working best to achieve program

objectives?
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Task 6e: Outcome Evaluations

Exanples of research questions used in outcome
evaluations, often the first step inan impact assessment

Outcome evaluations are similar to market

effects evaluations except that output

evaluations do not link program expenditures looking atindirect or unintended  program impacts:

to program impacts. Outcome evaluations are + What are the secondary and tertiary benefits resulting fromthe
used to document causal linkages between program under consideration (for example, persistence, delayed
program outputs and program outcomes or, implementations, spin-offs)?

to test elements of complex program theory. + What were the nature and magnitude of non-energy benefits

. . associated w ith the program?
Outcome evaluations are used to establish the prog

efficacy of market transformational initiatives, » What were the nature and magnitude of non-energy benefits

policy directives, social programs and other associated with individual programactivities ?
interventions within a complex environment * Whatw erethe causes ofany unintended programimpacts?
where direct impacts may be difficult to isolate

from influences beyond those resulting from

program-sponsored activities.

Summary of Actions

= Determine whatelements need to be assessed to quantifyprogram impacts
= Identify the type of evaluation used to assessthe program impacts

= \Verify whetherthe examples ofresearch questions pertain to the program evaluation
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Step 7: Evaluation Plan Development Guidelines

Step 7. Evaluation Plan Development Guidelines

Key Points /Highlights

Evaluation Administrators should consider the following tasks
whendeveloping an Evaluation Plan:

7a. EM&V Plan Contentand Structure

7b. Final Evaluation Plan (FEP)

7c. Key Evaluation Consideration

The Evaluation Administrator authors the
evaluation planning documents. The first step

isdevelopment of a Draft Evaluation Plan. An
evaluation plan results from the steps presented

in above.

Program Managers and Evaluation
Administrators use their knowledge of
program objectives, delivery mechanisms, and
motivations to properly scope the evaluations
needed. Evaluation planning includes

The Evaluation Administrator uses the logic allocating program resources to monitoring,

measurement, verification and evaluation.
model to select areas of study and to choose the

types of evaluations sought.

Types of Evaluations and Assessments Typically Included in Draft Evaluation Plans

* Impact Evaluations—theselookat behavioural outcomes andtheir likelihood to generate theintendedp
program impact (typically demand reductions and energy savings). They may alsolook atboth positive and negative
unintended impacts. Tothe extent that unintended impacts have a substantive impact on program outcomes, they

should be evaluated.

* Process Evaluations —these are used to explore the methods, activities, and expenditures used to generate program
outputs. They evaluate things like the effectiveness of promotional campaigns, informational materials, educational
seminars, training, financial assistance, technical assistance, etc.

» Market Effects Evaluations —these are used to estimate the contribution of program outcomes tomarket trends.
They may also be used to evaluate the converse: how trends inthe market place (for example, electricity pricing, rate
schedules, legislation, and so on) impact programoutputs.

+ Cost-effectiveness assessments —these are used to quantify and analyze the benefit and cost streams (for example,
cost-benefit ratios). These are generally conducted after the impact and process evaluations have been completed.

+ Outcome Evaluations —these are used to explore how behaviours arise from program-sponsored activities. They seek
toexplain behavioural choices inthe context of desired attitudes and added abilities resulting from program outputs.

Each of these types of evaluations is discussed in detail in Step 6: Evaluation Classification Protocols.
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Task 7a; EM&V Plan Content and Structure To help ensure the usefulness of evaluations,

Anexample ofaDraft Evaluation Plan Template keep thefollowing in mind:

isprovided (p. 29).Unless thereisaspecific

reason for using some other format, using it as
such isrecommended because it facilitates easy
review of plans and approvals from Program
Managers and executive management across
different programs.

Task 7b: Final Evaluation Plan (FEP)

A Final Evaluation Plan builds on the Draft
Evaluation Plan.The Evaluation Contractor
works with the Evaluation Administrator to
formalizeallelementsandobjectivesofthe
evaluation. The Evaluation Contractor submits
the FEP to the Evaluation Administrator
for final approval. The FEP is detailed
enough to ensure the approved evaluation
activities yield a high level of confidence
inthereportedenergy savings, demand
reductions and program cost
effectiveness.

Task 7c: Key Evaluation Considerations

When planningevaluations, Program
Administrators and Evaluation Administrators
should consider how the evaluation serves as
a management tool. The evaluation provides
savings estimates thatdemonstrate program
impact and cost-effectiveness, which may

be used for regulatory purposes. Evaluation
findings are used to improve both short-term
and long-term impacts, allowing mid-course
corrections to enhance program achievement.
To realize these benefits it is important to keep
in mind that evaluations are not meant as mere
audits of program performance.

Integration of Evaluation into the Program
Implementation Cycle - Before describing the
evaluation planning process, it is important
tounderstand how itisintegrated with
the program planning-implementation-
evaluation cycle. This is necessary to align
budgets, schedules, and resources. Itis also
away toensure thatdata collection supports
planned evaluation efforts and is embedded
with program delivery

Program Design—The Draft Evaluation Plan
ispreparedaspartoftheprogramdesign
and an evaluation budget is assigned at that
stage. On completion of the program design,
the evaluation plan is implemented to ensure
datais collected and reported in a timely
manner, allowing for incremental feedback

to guide Program Managers.

Program Goal Setting -If the program

(or portfolio) goal is to save electricity
during peak hours, the evaluation goal is to
accurately document how much electricity
demand isreduced during the peak hours
(gross savings), how much of these savings
can be attributed to the program (net

savings).

Preparing for Program Launch -Ideally, the draft
evaluation plan should be prepared before
the program is launched. If it cannot be
developed before program launch, it should
be drafted as soon as possible following
programlaunch.Baselinedatashouldbe
collected before, or soon after, program
launch so that market effects resulting from
the program offer are documented.
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+ Defining the Evaluation Objectives - Evaluations Evaluations must also be properly scoped.
focus on the linkage between program Addressing issues that arenot program
outputs and the resulting program outcomes. priorities or issues, or employing unnecessarily
The evaluation should provide guidance complex methods, can waste valuable resources.
to the Program Administrator on ways When faced with limited evaluation resources
toenhance program efficacy. To thisend, prioritizing thekey activities will ensure the
Program Administrators and regulators evaluation objectivehavebeen met without
need to be assured that the evaluations strainingresources.

conducted will deliver the type and quality
of information needed.

¢ Program Implementation —Some baseline
data collection and all program
reporting continues throughout program
implementation. The incremental data
informs and updates program metrics. The
Evaluation Administrator should analyze
and present performance metrics toProgram
Managers as findings from Evaluation
Contractors. Keep in mind that evaluation
activities often continue after the program
year is completed.

Summary of Actions.

= Scope of Evaluation deliverables

* Create a draft Evaluation Plan

* Work with Evaluation Contractor to complete the Final Evaluation Plan
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Draft Evaluation Plan Template

Program Overview Program Description

Provide ashort introduction of the program offer from the perspective of the program manager. It should
provide ahigh-level description of the planned program strategy. Where appropriate include the following
descriptions:

+ Goals and Objectives: A statement of the goals and objectives for the program and the rationale for the
evaluation

+ Target Market: Profile each market segment targeted by the program offer. Describe the size and
characteristics of each target market. The target market should match the segments defined in Program
Logic Model.

+ Eligibility Criteria: Describe the protocols/procedures that will be used to qualify program applicants or
markets targeted.

+ Key Program Elements: Highlight the intended program process flow. Each program element should be
identified in the 1-page graphic and annotated in the text that follows. This information should be drawn
directly fromthe programdesign documents.

+ Program Timing: Aschedule of when the key elements ofthe program will be in market, including program
launch date and program end date.

+ Estimated Participation: Estimated participation, by measure if applicable, for the program.

Program Theory/Program Logic Model (if available)
Introduce the mechanisms by which the program will function.

Even when a program manager provides adetailed logic model, the evaluation administrator should investigate
independently the causal influence of each program element towards the realization of intended programmatic
impacts. The program manager should review the logic model and ensure itis an accurate portrayal of the
programtheory.

Annotate the program logic model from top (resource allocation) to bottom (intended impacts). Of particular
interest are the linkages between program outputs and observed outcomes. Where practical, each connecting
line orarrow should be annotated asaresearchable programmatic assumption (nullhy pothesis).

A brief description of similar program evaluations relevant to the program, including pilots.

Evaluation Goals and Introduce the goals and objectives of the planned evaluation and indicate the rationale for the
Objectives evaluation: administrative (verified savings), experimental (measure effectiveness), qualification
(program pilot), or operational (cost-effectiveness).

Overarching Concerns
Provide a list of questions posed by program stakeholders to the evaluation administrator. These should be
categorized and refined as necessary to adequately communicate the areas of investigation sought by those
sponsoring, operating, or participating in the programoffer.

Research Questions
From the overarching concerns ofprogram stakeholders, asetof research questions should be developed

by the evaluation administrator and presented here. The number of research questions should be limited and
prioritized based on reasonable use of resources.
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Draft Evaluation Plan Template

Introduce the details of the approach that follows.

Evaluation Type (repeat for each type)

Provide adescription of the typesofevaluations required and summariz e the experimentalapproach
anticipated. Include inthe title, the frequency ofthe evaluation type such as, an “Annual Impact Evaluation” or
a “Year One Process Evaluation”. Inthe description, highlight the major deliverables needed to complete each
study and special methods sought fromthe evaluation contractor.

O [Frequency] Impact Evaluation. Impact evaluation description.

[ [Frequency] Process Evaluation. Process evaluation description.

7 [Frequency] Market Effects Evaluation. Impact evaluation description.

7 [Frequency] Cost Effectiveness Evaluation. Cost-effectiveness evaluation description.
7 [Frequency] Outcome Evaluation. Outcome evaluation description

Study Focus. Associate the planned approach to applicable research questions. Indicate how the planned
evaluation activities contribute to or answer the questions at hand. This is often done in the form of a null
hypothesis.

Data Collection Plan. Describe the processes deemed appropriate to collect, validate, and audit the data used
in the evaluation.

Analysis Methods. Describe the specific analytical methods sought for the evaluation. For example, one may
w ishtonormalize w eather toaspecificyearversesalong-termnormalaverage daily temperature.

Limitations/Caveats. Describe limitations and restrictions associated with intended approach; thereby,
providing evaluation contractors and implementers the ability toimprove upon the planned evaluation.

Study Outputs. Identify the specific outputs expected by the evaluation administrator of the evaluation
contractor. This description may include a report template, presentation requirements, delivery media,
ow nership of resulting datasets, etc.

Evaluation Dependencies
Discuss key collaborations essential to the successful implementation ofthe evaluation. The following are
common dependencies associated with industry research, more may be added as appropriate for the planned

evaluations.

[0 Enabling Stakeholders Identify and discuss as is appropriate.
[J Access Requirements Identify and discuss as is appropriate.
[ Data Sharing Identify and discuss as is appropriate.
[ Funding Support Identify and discuss as is appropriate.

The evaluation activities undertaken as part of the program evaluation should be carried out using the
guidelines specified in the 2019-2020 Interim Framework EM&V Protocols and Requirements

v3.0.
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Draft Evaluation Plan Template

Clarify any typical considerations associated with the planned evaluations.

Special Provisions . . .
P Where necessary and helpful, attach materials necessary to fairly representthe w ork envisioned.

Data Collection Alisting of all the data that must be collected to support the evaluation of the program
Responsibilities and who is responsible to collect it.

Evaluation Schedule A listing of all the physical deliverables that will be part of the Evaluation,
e.g. evaluation plans, memos, interim reports, final reports.

Beuation Ddiverable Date

Draft Evaluation Plan

Final Evaluation Plan

Other Deliverable #1

Other Deliverable #2

Other Deliverable #N

Draft Final Evaluation Report

Final Evaluation Report
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Key Points /Highlights

Step 8: Hire an Independent, Qualified Evaluation Contractor

Hiring an Independent, Qualified and Authoritative Evaluation Contractor
involves the following tasks:

8a. Provide for EM&V Contractor Autonomy

8b. RequestIndependent Verification of Program Outputs

8c. Select an appropriate Methodology

Task 8a: Provide for EM&V
Contractor Autonomy

An independent evaluation requires that
unbiased parties withnno real or perceived
conflicts of interest conduct the planned
evaluations. Evaluations conducted by Program
Managers themselves are not considered
sufficiently “independent” to verify program
savings.

An organization can sponsor both a program
and its evaluation but in that case, the
sponsoring organization must procure athird-
party evaluator toimplement EM&V plan,
drafted by the Evaluation Administrator. In very
narrowly prescribed situations, an organization
sponsoring a program may appoint an internal
review board or specialized program evaluation
staff to assess a program offer and implement
theapproved EM&V plan.Insuchcasesthe
sponsoringorganization must be ableto
demonstrateautonomybetween thegroups
implementing the program and the groups
evaluatingthe program.

In all cases, whether it is the Evaluation
Contractor or an internal review board
must be free toreport their findings without

consequence or retribution.

Task 8b: Request & Ensure Independent
Verified Results

The intended impacts of the programs will
always be reduced energy demand and savings.
The Draft Evaluation Plan must explore
unintended impacts that may result from
the intervention. The requirement that the
Evaluation Contractor must be exploring both
the positive and negative impacts expected from
the program must be part of the evaluation
scopeof workandmustset outinthecontract
with the Evaluation Contractor.

The Evaluation Contractor must befree to
present to the appropriate regulatory authority
or administrative agency its findings, results,
and conclusions without limitation. Under
no circumstancemay valid findings of fact,
substantive conclusions, verified impacts, or
program recommendations be censored. Where
the sponsoring organization (the Evaluation
Administrator or Program Manager) and
theEvaluation Contractordisagreeabouta
point, the disagreement should be outlined in
footnotes in the EM&V report. The footnotes
should clearly outline the opposing arguments,
including attribution tothe person raising the
concern.
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Task 8c: Select an
Appropriate Methodology

Depending on the program evaluation
different methodologies can be proposed by
theEvaluation Contractor.ltisthejobofthe
Evaluation Administrator to ensure that the
appropriate methodology isselected. Notably,
methodologies can vary depending on the data
available to conduct the analysis.

Clear and specific capacity/demand reduction
targets, as well as energy savings targets, have
been established for CDM initiatives. And,
thanks to the installation of smart metering
technologies, data related to energy use exists.

While hourly load shapes add rigor to EM&V
practices, the Evaluation Administrator must
not dismiss the basic principles of program
impact assessment. Savings calculations require
a gross-to-net savings adjustment, either by
generally accepted net-to-gross calculations
or through net-savings calculations based on
experimental or quasi-experimental models.

This task establishes a preference for advanced
analytics involving smart-meter dataasa
key method for the verification of demand
reduction and energy savings associated with
CDM initiatives.

Summary of Actions

= Outline (in a footnote) any disagreements between the Evaluation Contractor’s findings
and conclusions and those ofthe sponsoring organization.

* Have an independentreview of program monitoring practices carried out.
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Step 9: Vendor Selection Process Guidelines

Step 9: Vendor Selection Process Guidelines

Key Points /Highlights

A competitive procurement process allows the Evaluation Administrator to choose

from a number of proposals, which helps the Evaluation Administrator to balance
many factorsin an effort to meetthe evaluation priorities.

9a. Evaluation Contractor Selection Process

9b. Budget Consideration

There are a number of reasons why EM&V
services should be procured through a
competitive process. Second, the contracted
values generally associated with EM&V services
often exceed the monetary thresholds that
trigger competitive procurements within the
public sector. Secondly, since varied approaches
can often be taken for the provisions of EM&V
services,by usingacompetitiveprocessthe
Evaluation Administrator may have several
options from which to choose. Lastly, a
competitive solicitation ensures multi-
jurisdictional vendor support for Ontario’s
EM&V servicerequirements.

Public procurements in Ontario are expected
tocomply withtheDecember 2014
Procurement Directive issued by the
Management Board of Cabinet. The overall
objective of this Directive is toensure
acquisition of goods and services are
conductedinthemosteconomicaland
efficient manner.

A benefit of relyingon a competitive
procurement process is that the Evaluation
Administrator generally will be able to choose
from a number of proposals, which helps
the Evaluation Administrator balance many
factorsin an effort to best meet emergent
priorities. Vendors often submit proposals that
set forth methods that tackle issues and tasks
in unanticipated, clever, and meaningful ways;
providing alearning opportunity for Evaluation
Administratorsand Program Managers.

The Draft Evaluation Plan (found in Step 7:
Evaluation Plan Dewelopment Guidelines)
forms the basis of the request for consulting
services.

Task 9a: Evaluation Contractor
Selection Process

Once avalid RFP process (as described in

the section above) hasbeen held, a winning
bidder must be selected. Itis important that

an objective selection process be followed and
that appropriate documentation of the selection
process isrecorded and filed.

The simplest way toavoid bias or the perception
ofbiasintheselection processistoemploy an
Evaluation Contractor Selection Committee.
Generally it is best to form a cross functional
team representing the varying interest in the
evaluation results.

Task 9b: Budget Considerations

When issuing an RFP for evaluation services to
vendors, information on the program’s budget
for services willnotbeincuded.

There are general guidelines on theappropriate

amount tospendonevaluationrelativetothe
size of a program. As detailed in the Protocols,

the typical range is4% to 6%. Small pilot studies
where very detailed information will help inform
and reduce risk for a potential broader roll-out
strategy could justify spending the same amount
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astheprogramitself.Infact, pilots couldbe
considered aform of evaluation. On the other
end of the spectrum, aprogram thathas been
running consistently for several years and that
hasnonew orunusualactivityhappening
initmayrequireonlyabasiclevel of field
verificationandauditandsoitshouldnot
require asignificant expenditure. The cost to
achieve a successful evaluation is also affected
by whether multiple evaluation categories are
required (outcome, impact, process, market,
cost-effectiveness)orjustaselected one.

The second reason not to include budget
expectations inan RFP isbecause Evaluation
Contractors will propose alternate methods
and approaches to achieve the same end result.
And, since there is more than one appropriate
and acceptable way to accomplish most energy
program evaluation tasks, alternate methods

Step 9: Vendor Selection Process Guidelines

A third reason is that evaluation methodologies
and best practices are also evolving. So, atany
time, proposals may present a new way to
measure performance results. A core purpose
of thecompetitiveprocessistospurthistype
of innovation and creative thought process. We
want RFP respondents tocontinually strive to
provide thebest value proposition.

Lastly,it willberarethat theabsolutebest
quality approach will get selected or even
proposed. Energy program evaluation is always
a compromise between best practiceand
available resources. Managing this balancing act
and deciding which contractor to select is easier
when a truly competitive process is followed for
both the substance and cost portions of the job.

may have different cost implications. Itisbest to
allow the proponents to detail their position as
towhy the combination of quality and cost they
proposeshouldoutranktheir competitors.

Summary of Action

= Publicprocurements in Ontario are expected to comply with the December 2014

ProcurementDirective issued bythe ManagementBoard of Cabinet.
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Step 10: Coordinate EM&V Activities and Report Findings

Step 10: Coordinate EM&V Activities and Report Findings

Key Points /Highlights

Coordinating EM&V Activities and Reporting Findings involves the following tasks:

10a. Detail Research Methodologies Employed

10b. PresentEvaluation Findings

10c. Assess Reasonableness of Conclusions and Recommendations drawn

from Evaluation Findings

Task 10a; Detail Research
Methodologies Employed

Evaluation reports must include a detailed
statementoftheanalyticalmethodsused.
Such reports should include adescription of
the evaluation objectives, alist of theresearch
questions addressed, the approach taken to
answer the research questions, the experimental
model(s) employed and the analytical methods
used in the presentation of findings. This will
require data collection instruments (i.e. survey
work)tobeappended tothereport.

Thedescriptionsusedintheevaluation
reportmustbedetailedenoughtoallow
other evaluation professionals to repeat the
procedures used by the Evaluation Contractor
and to facilitate audits administered by
the appropriate regulatory bodies and/or
administrativeagencies.

Task 10b: Present Evaluation Findings

The findings of an evaluation report should be
presented clearly in either graphical ortabular
format. Text must highlight key findings and
linkthedatatotheresearchmethodsused

to analyze data. The Evaluation Contractor

must outline in the report instances where the
findings confirm or contradict eatlier findings,
including specific reference to the previous

study.

Evaluation Administrators and Program
Managers may find regular monthly program
reportingand EM&V findings overlap
during early stages of a program offer. Such
redundancy canbe helpful in verifying that
critical program outputs and outcomes have
been achieved. As programs mature and EM&V
efforts focus on downstream behavioural
outcomes and program impacts, the frequency
of the reports maybe reduced, depending on the
regulatory requirements ofthejurisdiction.
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Task 10c: Assess Reasonableness
of Conclusions and Recommendations
Drawn from Evaluation Findings

Evaluation Contractors must reference their
conclusions to the key findings upon which
theconclusionsarebased.Furthermore,
theconclusionsmustbebasedonthedata
actually collected from the evaluation process
versus broad inferences based solely on their
experience inother jurisdictions. Itshould be
noted thatwhile inferences from experience

in other jurisdictions may be provided, the
inferences must be provided within the context
of a comparative analysis explicitly requested in
theevaluation scope of work.

Summary of Actions.

Step 10: Coordinate EM&V Activities and Report Findings

Because conclusions and recommendations
made by the Evaluation Administrator and
the Evaluation Contractor often drive policy
decisions, it is important that conclusions

be drawn from actual findings and that the
contextbeclearly stated.Inother words,
given the effect of evaluation conclusions

and recommendations on organizational
priorities and budget allocations,
Evaluation Administrators and Evaluation
Contractors must ensure the conclusions and
recommendations formulated can be supported
by the research findings and fall within the
scope of thefunded evaluation.

= Provide a detailed statementofthe analytical methods used

= Clearly presentthe evaluation findings graphicallyor in tabular format

e Ensure conclusions are referenced in key evaluation findings

= Ensure context for evaluation findings is stated
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Step 11: Publication of Evaluation Reports

Step 11:. Publication of Evaluation Reports

Key Points /Highlights

Publication of Evaluation Reports involves the following knowledge:

11a. Address Timelines and Veracity of Savings Claims

11b. Address Comparabilityof Results

11c. Address Use of Utility Billing and Meter Data

11d. Address Defensibilityof Gross-to-Net Calculations

11e. Presentation of Evaluation Results

Task 1la: Address Timeliness and
Veracity of Savings Claims

The appropriate regulatory authority and
administrative agencies establish annual
energy savings and demand reductions.

The information the participant provides
regarding claimed saving is used to determine
portfolio savingsestimates.Itisimportant to
conduct the evaluation ina timely and

efficient manner sothattheresultscanbe
usedby thevaryingaudiences for program
enhancements, program design and
forecastingetc.

The savings target reconciliation as
established by theappropriateregulatory
authority and administrative agencies is final.
As such, Evaluation Administrators and
Evaluation Contractors areencouraged to
administer EM&V as outlined within these
protocols.

Task 11b: Address Comparability
of Results

Demand reductionsandenergysavingsare
considered verified estimates of program
impacts.Sincepointestimates ofenergy and
demand savings may vary in both precision and
levels of confidence, the statistical reliability

of the reported impacts are considered when
comparingimpact assessments.

The Evaluation Administrator should prefer a
5% confidence interval around point estimates
and ensure a.95 level of confidence for claimed
impacts. Wherenecessary experimentally,
exceptions may be used by the Evaluation
Contractor.Itishelpfulifoptions,including
the cost implications, for 5%/0.95 and 10%/0.90
confidence are provided for in Draft Evaluation
Plan requests and responses sothat Evaluation
Administrators can assess the benefit-cost of
increased accuracy in the context of their total
evaluation budget.
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Task1lc: Address Use of Utility
Biling and Meter Data

Evaluation Administrators arestrongly
encouraged toseek the most robust and direct
measurement of energy savings and demand
reductions available. Site-specific hourly load
shapeanalysisisthepreferred method for
calculating achievedresults.

Studies using pre/post billing and meter data
comparisons aregiven added weight over
studies using prescriptive and quasi-prescriptive
estimates of savings based onmeasure savings
assumptions. Evaluated retrofits, for example,
must beboth measured and verified.

Wholepremisemeasurementsshoulduse
revenue-grademeters to ensure the most
precise estimate of energy use and demand
requirements. Where retrofits are isolated and
individually metered, meter precision must be
addressed when stating the achieved energy
savings or demand impacts. If information
regarding metered results for both a pre-
retrofit and post-retrofit period is lacking, the
Evaluation Contractor may use a calibrated
simulation. Use of a calibrated simulation
shouldbeamethod oflastresort,butitmay
be used when evaluating new construction,
constant load lighting, re-commissioning

projects, and industrial process initiatives.
Please refer to Technical Guide 5: Gross
Energy Savings Guidelines and

* Ensure claimed savings are accurate

< Ensure comparabilityof study groups

* Choose appropriate cost/confidence level

* Verify type of meterdata used

* Specify meter precision information

Step 11: Publication of Evaluation Reports

Technical Guide 4: Project-Level Energy
Savings Guidelines. Note that use of the
International Performance Measurement and
Verification Protocol (IPMVP) is an integral
part of project-level savings assessments.

Task 11d: Address Defensibility
of Gross-to-Net Calculations

Gross saving estimates are notapplied to
program targets because gross savings
estimates do not account for what would
have normally occurred absent of program
incentives or energy efficiency upgrades.
As aresult, netsavings are used. Given
this, it is essential that the calculations used

to establish net savings are defensible.

Technical Guide 8: Net-to-Gross Adjustment
Guidelines is provided as a reference, but
does notreplacetheexpertjudgmentofthe
Evaluation Administrator and Evaluation

Contractor.

Both the Program Administrator and the
Evaluation Administrator must address the
calculation ofnet savings in the development
of an EM&V plan. Furthermore, the Evaluation
Contractor mustbe provided with the
latitudeto adjust gross savings estimates.
Where possible, evaluated savings should be
normalized to long-term weather and socio-
economic trends so that year-over-year savings

estimates canbe compared.

* Explain how net savings figures were arrived at

* Considernormalizing savingsto applicable long-term trends
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Task 1le: Presentation of Results

Evaluation results can be presented in a variety of ways. Evaluation Administrator should apply the preferred method to present
results.However,atahigh-levelcomprehensiveevaluationreportshould containthefollowinginformation:

Summary of Impact Evaluation Results

For cross-cuttingevaluations, include additional columns for each initiativeand a total column

Program Metric | Program 1 | Program 2 | Total

Number of Participants

Program Realization Rate (%)

Gross Verified Demand Savings (MW)

Gross Verified Annual Energy Savings (GWh)

Gross Verified Lifetime Energy Savings (GWh)

Net to Gross Ratio

Net Peak Demand Savings (MW)

Net Annual Energy Savings (GWh)

Net Lifetime Energy Savings (GWh)

Other key Impact Evaluation findings

Summary of Process Evaluation Results

Key Process Evaluation findings

Research Question Observations Recommen dations

Cost Effectiveness Results

Cost Test I I Program 1 | Program 2
Benefit ($m)

- Cost ($m)
Program Administrator Cost (PAC)

Net Benefit ($m)

Net Benefit Ratio

Benefit ($m)

Cost ($m)

Total Resource Cost (TRC) Net Benefit ($m)
et Benefit ($m

Net Benefit Ratio

' . $/MWh
Levelized Unit Energy Cost (LUEC)

$/MW-yr

Other key cost effectiveness results

Conclusion and Recommendations
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Key Points /Highlights

Step 12: Guideline for Managing Program Evaluation Contractors

The responsibilities of an Evaluation Administrator for managing program

evaluation contractors include:

12a. Optimizing Resource Utilization

12b. Project Coordination

12c. Providing Data

12d. Quality Assurance

After the evaluation has been planned and
an Evaluation Contractor assigned, program
evaluation tasks must be implemented and
managed. The Evaluation Administrator serves
as a liaison with the Evaluation Contractors,
coordinating anumber of tasks over the course
of the EM&V efforts. While the contracted
evaluator completes the bulk of the work, the
Evaluation Administrator has the following
responsibilities:

Task12a: Optimizing Resource Utilization

Evaluation Administrators must balance
resource commitments within and between
multiple projects. Plotting all evaluation
activities on a single research calendar helps

to identify opportunities to integrate data
collection strategies and analysis method, even
where the activities cross programs, portfolios,
orevaluationdisciplines.Theproper useof
resources avoids sampling fatigue among study
populations, maximizes the available funds, and

provides valued output.

Task 12b: Project Coordination

Work, schedules and deliverables must be
reviewed daily. The management of evaluations
requires the organization of meetings, the
establishment of goals, management of
stakeholder participation, coordination of
evaluation activities among team members,
integration of study findings and publishing of
results.

Task 12c: Providing Data

Evaluation requires an exchange of information
between planners, implementers, program
participants, trade allies, comparison groups,
involved organizations, and agencies. Data
trackingand warehousing requires an
infrastructure for this exchange. Data quality
must be ensured before an analysis will meet
the reliability standards established by the
industry.Whilethisworkmay besourced to
specialty contractors, the transformation of raw
data into consumable and valued information
requires significant oversight. As part of the data
collection process, the Evaluation Administrator
and the Evaluation Contractor should also be
familiar with the Freedom of Information and
Protection of Privacy Act and privacy laws
in general. In particular, a data management
planshouldbedevelopedfor thecollection,
storage, disclosure and disposal of any personal

information aspart of the evaluation process.
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Task 12d: Quality Assurance

Administrativeagencies and regulatory
authorities rely on the quality of the planned
evaluations. The Evaluation Administrator is
responsible for ensuring quality work has been
completedbeforetheresultsarepublished

Summary of Actions

Step 12: Guideline for Managing Program Evaluation Contractors

and presented to key decision makers. Quality
assurance requirements have been established
with the Protocols, as well asin the Technical
Guidelines. The Evaluation Administrator

must ensure information in each published
evaluation report, summary of findings, or
memo, adheres to the established standards.

* Ensure the program evaluation contractors are provided with sufficient resources

in accordance with the contract

= Ensuretheresults ofthe evaluation adheres to the established standards
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Part 2:

Conducting an Evaluation

Audience: Evaluation Contractor
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The primary audience for Part 2 is Evaluation Contractors.

This Part is comprised of Technical Guides that relate to different technical processes and techniques
that Evaluation Contractors use in conducting evaluations. Because the Technical Guides in this Part
cover different topics, each can be read on its own. The Technical Guides provide information on:

¢+ Technical Guide 1: Using Measures and Assumptions Lists

+ Technical Guide2: Program Cost-effectiveness Reporting

+ Technical Guide 3: Conducting Process Evaluations

¢+ Technical Guide4: Determining Project-level Energy Savings
¢+ Technical Guide5: Determining Gross Energy Savings

+ Technical Guide 6: Calculating Demand Savings

+ Technical Guide 7: Determining Market Effects

¢+ Technical Guide 8: Net-to-Gross Adjustments

+ Technical Guide9: Statistical Sampling and Analysis

v Technical Guide 10: Behaviour-Based Evaluation Protocols

Also Useful to Program Administrators

The work carried out by the Evaluation Contractor involves data collection and analyses thatcan be
relatively technical. To ensure the Evaluation Administrator is able to effectively manage the process
and gauge thequality of the work the Evaluation Contractor isdoing, theEvaluation Administrator
needs abasic understanding of the relevant techniques and methods. This information canbe found
in Part 2. Unlike the steps set out in Part 1, the guides in Part 2 are stand-alone and provide ahigh-
level understandingofa particular technical process.
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Technical Guide 1: Using Measures and Assumptions Lists

Use of accurate and defensible technologyassumptionsis critical in planning and
assessing conservation and demand management (CDM) programs. The assumptions
on which CDM programs are found are contained in “measures and assumptions lists”
(MALs). The assumptions can be used to screen and assess measures for possible
inclusionin a conservation program before the program runs (exante). As well, the MALs
are used afterthe program runs (ex post) to evaluate the savings generated by measures

and projects undertaken as aresultof participation inthe program.

The Program Manager reviews input
assumptions for measures that areunder Measure-level assumptions are referred to as

consideration for inclusion in a program. This “input assumptions”.
informationisusedtogenerateenergy and
demand savings estimates and to provide input

into program cost-effectiveness calculations
. .. Conservation and Demand Management (CDM) programs
conducted for program design. Itisimportant
are programs designed toreduce the amount of electricity
to use the most recent measures and

. . articipants consume.
assumptions list. particip

Evaluation Managers are responsible for

ensuring that information used in evaluations Prescriptive measures are measures where the energy (]
is up to date and accurate. savings are pre-determined based on how the typical
conservation program participant obtains resource savings
Prescriptive and Quasi-Prescriptive as aresult ofimplementing the measure (the savings are determined
Assu mp tions by applying fixed input assumptions into energy and demands savings
Input assumptions are either prescriptive or equations).
quasi-prescriptive innature, depending on Quasi-prescriptive measures are measures with resource savings
whether application-specific information is estimates that vary depending on the technology ortype of equipment
needed to better reflect variations inhow the and the context inwhich the measures are used. Quasi-prescriptive
technology is used or operated. measures provide amethodology that allows for estimating resource

Measures that are included in MALs are savings forvarious scenarios, rather than relying on afixed saving

typically substantiated with documented value for all scenarios.
credible results or third-party verification,

testing, or certification.
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PRESCRIPTIVE MEASURES AND
ASSUMPTIONS LIST

Sieso

Independent Electricity FEb"-'aW 2019
System Operator

Examples of key input assumptions on which
measures included in MALs areinclude:

¢ Definitions of the baseline andhigh-efficiency
cases or technology

¢+ Energy and demand savings resulting from
high-efficiency technology

¢+ Other resource savings (for example, natural
gas, water)

¢+ Seasonal and time-of-use (TOU) energy
savings patterns (for example, periods
emerging from system planning and/or
regulatory rate structures such as summer,
winter, and shoulder season TOU periods)

¢+ Incrementalcostdata (for example, the
cost differential between baseline equipment
and high-efficiency equipment)

+ Equipments’ useful life and other
assumptions about persistence

The measure-level assumptions are reviewed
periodically, and the assumptions are updated
as new knowledge, information, or technologies
emerge.

IESO Prescriptive Measures and Assumptions List

Technical Guide 1: Using Measures and Assumptions Lists

Click the Iimageto link to
the Prescriptive Measures and
Assumptions List

Purpose and Scope of this Guideline

This guideline applies to all CDM programs
that support or promote the installation
of technologies with prescriptive or quasi-
prescriptiveassumptions and that are
contained, or should be contained on the
approved MALs.

This guideline provides information to CDM
Program Managers, portfolio managers, and
Evaluation Managers with regard to the use of
input assumptions included in MALs, and to
assist Program Evaluators indata collection,
review and updating of measure-level
assumptions.

Early in program planning and development
Program Designers consult MALs to ensure
thatmeasuresincludedinaprogram:

¢ are likely to produce reliable energy and/or
demand savings

¢ are cost-effective and provide net benefits
tosociety asdemonstrated through the use
of thecosteffectivenesstests (Technical
Guide 2: Cost-Effectiveness Guidelines)

+ will satisfy other program objectives
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Free ridership rates and other net-to-gross
adjustment factors are not taken into account in
MALs. Such factors are a function of program
design and operation and must be determined
andaccounted foronaregularbasisthrough
program evaluation research. In the absence

of better information, broad adjustment factor
assumptions may be used for program planning
and/or portfoliomanagement purposes.
But, any free ridership or other net-to-gross
adjustment factors should be addressed by the
evaluation and program input assumptions
and revised as information is gained. These
factors are discussed in Net-to-Gross Adjustment
Guidelines.

Understanding & Using MALs

All parties involved in the planning, design,
implementation and evaluation of resource
acquisition CDM programs should be familiar
with how MALs are used. When using input
assumptions, either those included in MALs
or that shouldbe included in MALs, itis
important to:

¢+ Understand assumptions and processes used
to develop theMALs

+ Know of existing measure input assumptions

¢+ Know of, orbe ableto locate, recent
evaluations of comparable programs and
assessmentsofsimilar technologies

+ Have the technical ability to undertake a
practical review of measure assumptions, if
required

¢+ Understand the need to substantiate measure
assumptions andupdates

MALs are typically approved by a regulatory
board, commission, or authority thatis
accountable for ensuring that CDM program
investments are cost effective and produce real
savings.

Technical Guide 1: Using Measures and Assumptions Lists

Methods of Reviewing Input
Assumptions

An input assumptions review is usually one of
the first steps in developing a CDM program
Evaluation Plan (Step 7: Evaluation Plan
Dewelopment Guidelines). Reviewing input
assumption may also be a part of a planning
project-level measurement and verification
(M&V) activities (Technical Guide 4: Project-
Level Energy Savings Guidelines) to establish
measurement techniques and procedures for
calculating savings derived from projects.

Input assumptions for measures included in a

typical MAL are:

¢+ Description of the efficient technology

+ Descriptionofbaselinetechnology (thatis
the technology that theefficient technology is
replacing)

¢+ Annual energy and demand savings

¢+ Demand savings coincident with summer and/
or winter system peak

+ Seasonal energy savings patterns

¢ Effective useful life of the efficient technology
(persistence)

¢+ Incremental efficiency technology costs

Caution is required when using a MAL or
measure assumption developed for use in other
jurisdictions, especially where there are different
codes, standards or market conditions. In all cases,
the source of the assumptions for measures should
be documented.

Toprovide an appropriate level of confidence in the
MAL, periodic reviews of all underlying measure
input assumptions are completed by independent
research and through program evaluation activities.
Any assumption updateis based on thebest available
information.

Whereinsufficient data exists to complete an
update to an assumption, the evaluation should use
M&V toverify or re-estimate the assumption. New
measure assumptions should be substantiated using
literature reviews, program evaluations, case studies
or third party testing, verification, or certification
relating to thespecific measure being investigated.
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Documentation and Reporting

The Evaluator will list the measures covered in
the review, theresults of the literature search,

methods used to identify uncertainties, and
methods used toestimate the range of savings
specific tothemeasuresintheprogram.

Updating the Measures and
Assumptions List

The IESO has an open, transparent, and flexible
approachforreviewingand maintaining its
MALs. Any stakeholder can submit
measurerevisions, or other measure
considerations.

All requested updates/submissions related
toMALs require verification. IESOstaff use
astandardized Measures and Assumptions
Substantiation Form.

Review of Measures and
Assumptions List Update Requests

The submissions are reviewed based on the
merits of the information provided. Following
the review, submissions are either accepted
as submitted, accepted with modifications, or
rejected on specified grounds.

The review process time and approval is
primarily dependent on the quality (relevancy
and credibility) of the information provided
to the IESO. Informationreferred to in

Technical Guide 1: Using Measures and Assumptions Lists

substantiating the request must be available to,
and accessibleby, the IESO.

The IESO strongly encourages the inclusion in
the submission an hourly (8760) annual load
profilecreated frommetered dataorfroma
verified operating schedule. If unavailable,

a description of the operatinghoursduring
weekdays and weekends for different seasons will
be considered.

The Measures and Assumptions
Substantiation Form

The IESO Form shows the information thatis to
be submitted when requesting an update of the
[ESO's Measures and Assumptions List. External
stakeholdersareencouraged tousethelESO

form, or atleast consider it asa guideline when

making a submission.

MEASURES

FORM

* Consultthe MALs to see whetherthe measuresare in them

* Conductan inputassumption review

* Considerwhetherthe correctconfidence in values inthe MAL

* Considerwhetherto submitupdate of MALs

AND ASSUMPTIONS
SUBSTANTIATION
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Technical Guide 2: Cost-Effectiveness Guidelines

Technical Guide 2: Cost-Effectiveness Guidelines

The Conservation and Demand Management Cost Effectiveness Guide sets outthe cost-

effectiveness policyarticulated in the EM&V Protocols. Evaluation Administrators and

Evaluation Contractors mustfollow the requirements ofthe guide.

Cost-Effectiveness
Guidelines

I nis Cost Eftectiveness Guide
(“Guide”) describes standard
industry metrics to assess the
cost effectiveness of conservation
and demand management (CDM)
resources. The Guide may be updated
fromtimetotime. Costeffectiveness
assesses whetherthe benefits ofan
investment exceed the costs.

nderstanding Cost-
Effectiveness of Energy
Efficiency Programs

Ahelpful tutorial onthe common
CDM-related cost tests can be
found in the following document.
Click the title to access the

document.

Understanding Cost-Effectiveness
of Energy Efficiency Programs:

Best Practices. Technical Methods. and Emerging
Issues for Policy-Makers

Purpose

The purpose of the guide is to ensure program
cost-effectiveness is considered by a broad range
of stakeholders, including and but not limited to:

¢+ Program Administrators
* Regulatory Agencies

¢+ Administrative Agencies
¢+ Policy Makersand

* Ratepayer Advocates

CE Tool User
Guide andCE Tool

These documents are
intended to support

|IESO, LDC staffand

other external service
providers and/or

delivery agents

to calculate resource
savings, budget and cost
effectiveness metrics for nen

and existing conservation
programs in Ontario.

* Review the Conservation and Demand Management Cost Effectiveness Guide

* Ensure Evaluation Administrators and Evaluation Contractors follow the requirements of

the guide to assess program cost-effectiveness.
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Technical Guide 3: Process Evaluation Guidelines

A process evaluation is an empirical examination of program design, development,
delivery, and administration. Such a systematic assessmentof program elements, from

resource allocation through program outputs, ensures program stakeholders thatthe

planned offer is realized.

Process evaluations yield both qualitative Collaborative Effort

and quantitative findings on which practical

advice can be offered to enhance the program Because of the need for collaboration among
the design and administrative processes and program delivery agents, contracted or

the program service delivery. Unlike audits, external Program Managers, and the Program
process evaluations should provide evidence of Administrator, process evaluations are complex.
outstanding practices and themeans by which The Evaluation Administrator is responsible for
these practices canbe transferred to other fostering a cooperative relationship between
program delivery agents. the Evaluation Contractors who will be charged

withcarryingouttheworkandtheprogram

actors.
Process evaluations gauge the effectiveness and

appropriateness of the following: Experience hasshown thatattention to

D T i ey m— the follow'mg will help establish strong
o collaboration between program staff and the
as well as the reasonableness of program objectives and resource

) evaluation team:
allocation.
- Program Development - the protocols and procedures  that * Make introductions early: The Evaluation
form the basic offer to be implemented: the training and technical Administrator should introduce themselves

assistance provided to program delivery agents; and the changes and the Evaluation Contractors to program

made to the programdesign. staff as early as possible within the program

L , development life cycle. Without early
* Program Administration -the controls established forprogram

_ involvement, elements of program theory
delivery;the procurementprocessesfor programgoods and

. o could be missed and the process evaluation
services; and the mechanisms  in place toevolve the program offer. . ) ]

could easily turn into, or be perceived as, a
* Program Delivery - the services provided by program agents;

process audit.
the processes used in the field to deliver the program offer; the

systems used totrack and monitor program outputs; the actual

program expenditures over the assessment time horizon; the quality

of measure installation; and the levels of participant satisfaction

maintained throughout the offer.
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Appreciate that program management and delivery
staff are the experts. Evaluation contractors
are experts in assessment, not program
operation. Only the program staff can offer
the details needed to appreciate the available
operational options and the choices made;
without this expertise, the process evaluation
cannot be developed and meaningful
recommendations will not be identified. Itis
the Evaluation Administrator’s responsibility
to get the required information from
programstaff. (Information gatheringis
an essential competency of any process
Evaluation Administrator.)

Recognize that observation affects operation. Itis
important toremember that an effect cannot
bemeasuredwithoutitbeingaffectedby
thetoolusedtorecordthemeasurement.
Process evaluations are a measurement of
operational efficiency. As such, the presence
of the Evaluation Contractor could affect
theefficiency andefficacy of theprocess
being assessed. Evaluation Administrators
must be mindful of this when the Evaluation
Contractor is formulating conclusions and
recommendations.

Ensure findings are shared regularly. After each
field visit the Evaluation Contractor should
share his/her findings with the Evaluation
Administrator, who should then provide
the information to the appropriate level of
operational management. The responses
offered by directsupervisorsofthose
being observed will enlighten Evaluation
Contractors about operation constraints
and provide the basis for interpreting the
evidence collected.

Technical Guide 3: Process Evaluation Guidelines

Process Data Collection

Collecting process evaluation data is relatively
straightforward. The evaluation of a process
begins by answering the five questions: who,
what, when, where, and how.

What the Evaluation Contractor is looking for with
respect to each question:

Who? participant, service provider, Program Manager, etc.
What?  activity, materials, measures, behaviours, processes, etc.
When?  frequency, duration, size of interaction, etc.

Where?  home, office, internet, phone, etc.

How? programpolicies, procedures, protocols, etc.

Process data should be recorded for each
program element or program activity
identified within the program logic model (see
Figure 1.0: The Basic Elements of a Logic
Model). The Evaluation Contractor should be
confirming whether expenditures match the
program budget and if the expected outputs
resulted from theactivities observed.

The processes evaluated should be readily
distinguishable from each other. The process
assessment should focus on observable
behaviours, the materials leveraged, and

how program materials were received by
participants.

Each process chosen for assessment should
belooked at thoroughly. However, not all
processes can be included in the process
evaluation. The Evaluation Administrator and
the Program Administrator should have already
set into place the critical research questions to
beansweredandtheEvaluation Contractor
need only examine the processes that fit within
the scope of thestudy.
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Process Evaluation Methods

Process evaluations consist of both quantitative
and qualitativemethods. Metrics for the
quantitativeassessmentareoftentracked
by Program Administrators and program
delivery agents within tracking systems and

Technical Guide 3: Process Evaluation Guidelines

management reports. Qualitative data, on the
otherhand, mustbeobservedor collected
throughsurvey/interview techniques.

In deciding who should collect the data, the
Evaluation Administrator should balance cost
and convenience against potential biases.

The methods listed below are frequently used when assessing processes, though other techniques may be

recommended and used by the Evaluation Contractor:

+ Reviewing Field Notes: These are brief records kept
by program participants or delivery agents (typically
recorded onforms). These forms may be partofthe
program delivery model or may be forms developed by

the Evaluation Contractor. Examples of field notes include:

activity logs, diaries, inspectionnotes, receipts, etc.
+ Creating aCase Study: Case studies are created based
on detailed records, often recorded by the Evaluation

Contractor, of a small number of observed program
activities.

+ Conducting Ethnographic Analyses: This is a method of
research that involves the Evaluation Contractor’s direct
observation of aprogram activity. This may include a
‘ride-along”, which is where the Evaluation Contractor
goes into the field with service providers and interacts
directly with recipients of program measures and asks
guestions of programstaffregardingtheir activity .

+ Conducting aDelphi Analysis: This involves convening a panel
of experts to explore a particular process orissue. The objective
is to build a consensus opinion around the event or to forecast

probable outcomes.

+ Conducting Focus Groups: Focus groups are small group
discussions, generally with the program participants and
targeted market actors, aimed at learning about focus groups
members experience with a product or service offering ofthe
program.

+ Using Questionnaires: Using surveys conducted via phone,
mail, e-mail, Internet/online or throughcommentcardswith
respondents answering questions outlined based on pre-defined
guestions.

+ Conducting Unstructured Interviews: Thistechnique isused
toelicitinformationincomplex situations w here program
participation-related motivations are likely to be multi-faceted
and behaviours influenced bymultiple factors. Unstructured
interviews also work well when there is no single decision-
maker or the actual decision-maker is not easily determinable
(forexample, a large industrial customer with significant energy
efficiency investment).
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The Process Evaluation Report

Keep in mind that the Process Evaluation
Report can never be acompilation of all data
recorded. Process evaluation reports should
present summary data and should summarize
important conclusions, as well as present
recommendations based on the evaluation
findings. Because there are many processes
that get reviewed over the course of aprogram
assessment and the scope of each assessment
varies,thereisnostandard formatforsuch
reports. The contents and length of the report
should be determined by what is most helpful
to the Program Manager and by what meets
the research requirements as defined by the
Evaluation Administrator.

Technical Guide 3: Process Evaluation Guidelines

Determining what to include may not be easy
since the Evaluation Administrator will look for
detail while the Program Administrator likely

wants only actionableitems reported.

The Evaluation Administrator should work
with the Program Administrator to define the
types of information sought and ensure that
the information and feedback is provided as
quickly as possible and also included in the

final process assessment.

= Ensure strong collaboration between program staffand the evaluation team by setting

stage for good relationships

* Choose processes forassessment, realizing thatnot all processes can be assessed

+ Decide who should collect process data, balancing cost, convenience and biases

= Considerthe appropriate methodologywhen undergoing the process evaluation

= Ensure Process Evaluation Reportcontains all thatis necessary
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Technical Guide 4: Project-Level Energy Savings Guidelines

The objective of measurementand verification (M&V) activities at the project-level is to
confirm that energy efficient measures supported by CDM programs are installed and are

yielding the desired impacts, such as energyand demand savings.

Two broad categories of projects are covered in This guideline applies to resource acquisition

this guideline: demand-side management retrofits, new

v those with program-supplied “deemed” construction, and operational change programs
savings assumptions (prescriptive or quasi- thatresult in direct energy or demand savings at
prescriptive)and, aproject level. Programs that produce indirect

. . . ings, such bility buildi ket
¢+ custom projects, which are projects that SaVINgs, SUCH as capablity burding ormarke

. X . transformationprograms,arenot covered
require M&V to confirm savings. prog ¢

by this guideline. For details on Behavioural

Program guidelines, refer to Technical Guide
Energy efficientmeasures (also referred to as “energ 10: Behavioural-Based Evaluation Protocols.
conservation measures” (ECMs)) are a single technolog Abalance must be found between the needs

operational - change, or action implemented by a customer at the of the Program Administrator and eventual

customer’s site. Measures can be supported or promoted through a evaluation re quirements an d the costs of M&V

demand-side management program. A “project” can consist of a bore by both participants and the program.

measure or a combination of measures that, together, are designed On the other hand. the basic reporting nee ded

to conserve energy. Keep in mind that measures or projects can also for the program and evaluation purposes

be undertaken voluntarily by customers, but this guideline deals with generally overlaps withgoodbasicenergy

activities that are directly supported by CDM programs. management on th epart of ener gy users

Under optimal circumstances, the Program

This guideline assists Program Administrators, and Evaluation Administrators would provide
as well as program participants, in selecting final approval of the program-level plan for
approaches and methods for estimating energy project-level Mé&V. The approval of individual
and demand savings of projects. Results can M&V plans, inthe contextoftheoperation
alsobe used tosupport: of the program itself, is within the purview of

v Good energy management practices by the Program Administrator (and is subject to

.. evaluation).
program participants
¢+ The determination of cost-effectiveness

of projects
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At the program-level, itis common to conduct
project M&V studies on a representative
sampling of projects, particularly for mass
market programs, and to extrapolate these
findings to estimate aggregate impacts at the
program-level. Some programs may require
M&V on the full range of projects implemented
under the program. Further guidance on
estimatingsavings at the program-level is
providedinTechnical Guide 5:Gross Energy
Savings Guidelines.

Projects not directly supported by the efficiency
program that are undertaken voluntarily by
customers asaresult of the program’s influence
(for example, increased awareness of energy
efficiency opportunities) are accounted for in
estimates of program “spillover” or other effects
(Technical Guide 8:Net-to-Gross Adjustment
Guidelines). Notethat some of these results
may need tobe sampled for measurement and

verification also.

Purpose and Scope of This Guideline

This guideline provides guidance for Program
Administrators in selecting or, in some cases,
prescribing evaluation methods to determine
the energy savings from program-supported

activities. The methods include:

¢ verifying the installation of energy efficient
measures

¢ identifying factors that may affect
prescriptive and quasi-prescriptive savings
assumptions for measures

¢+ improvingthe quality of prescriptive
assumptions through technical reviews and,

¢+ ensuring thatanappropriate level of rigour is
applied to M&V activities.

The Program Administrator is responsible
for ensuring that the program design
accommodates the need for any post-
installation interaction with participants
to facilitate project M&V. The Program

Technical Guide 4: Project-Level Energy Savings Guidelines

Administrator also tracks program activity data
and ensures that this information is available for
the Evaluation Administrator in ausable format.
Further, the Program Administrator may have to
arrange for meetings or site visits toenable project
M&V activitiesand thenEM&V follow-up.

The Evaluation Administrator is responsible

for providing oversight in the development of
requirements for project M&V during evaluation
planning (Step 7: Evaluation Plan Development
Guidelines). The evaluation planidentifies
which program-supported measures or projects
will produce savings derived from prescriptive
assumptions or through custom M&V methods.
The evaluation plan also outlines the methods
by which measure installations will be verified,
as well as details regarding sampling strategies,
data collection and analysis, and documentation
of variances inbaseline assumptions observed
on site. Further, if required, the Evaluation
Administrator can provide a technical review of
assumptions or savings and, where appropriate,
can recalculate the assumption in accordance with
approved methodologies.

An Evaluation Contractor needs the following:

+ Workingknowledge of the International
Performance Measurement and Verification
Protocol (IPMVP) for energy efficiency projects

¢+ Knowledge of measure-level assumptions
(MAL) and use of measures and assumptions
lists for prescribed savings (Technical Guide 1:
Using Measures and Assumptions Lists)

¢+ Knowledge of statistics and sample design
methodologies to provide the desired levels of
precision and confidence regarding the results

¢+ Familiarity with ASHRAE or other guidelines
for the measurement of technology-specific
savings and,

v Certified Measurement and Verification
Professional (CMVP) status is also highly
desirable.
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Methods Applied
In Project-Level M&V

Thefollowingsection outlinesmethods that
are often used by an Evaluation Contractor in
Project- Level M&V:

Review of Input Assumptions

If the prescriptive assumptions used as program
inputs are new, are based on dated research or
technologies, orare otherwise considered to be
uncertain, adetailed review of the assumptions
should be conducted. This review may occur
during program planning and design, or during
the program evaluation. Subsequent reviews
of prescriptive assumptions are typically
undertaken at least once every three years.

Detailed reviews or updates of prescriptive
assumptions may also be triggered by changes
in codes, standards and regulations, orby the
natural introduction of more efficient products
inthemarketplace. Acursory review ofall
program input assumptions derived from the
approved MALs (Technical Guide 1: Using
Measures and Assumptions Lists) should help
determine whether any major changes have
occurred since thelast detailed review.

When new and existing assumptions for
ameasure areunder review aspart of the
evaluation or evaluation planning, the following
should be considered for inclusion in the M&V
study.

Technical Guide 4: Project-Level Energy Savings Guidelines

For existing measures, review input

assumptions using:

¢+ Billing, sub-metering, or engineering
analyses on asample of participants and
non-participants

+ Engineering calculations with M&V related
to key assumptions

+ Computer simulation models with M&V
researchrelatedtokeyassumptions

+ Calculations developed for quasi-
prescriptive measures (for example, web-
based applications) to compute savings
based on customer-specificinputs

For new measures, determineinput
assumptions in advance of program
implementation using information from:

¢+ M&V study results from any relevant pilot
projects

¢+ Billing, sub-metering, and engineering
analyses on asample of potential participants

¢+ Engineering calculations

+ Computer simulation models

¢+ Other quasi-prescriptive measure savings
calculations, including ones developed by
the IESO

During the process of verifying project-level
savings, additional data can be collected on
participant demographics, such as building or
equipment operating characteristics or usage
patterns. Further, findings from project-level
studies can be used to substantiate differences
between the baseline assumptions by improving
information on efficiencies of replaced
technologies, actual usage patterns, installation
location, and so on, identified by participants
and Evaluation Administrators.
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Criteria for Selecting M&V Methods

When selecting the methods to use in a project-
level M&V it is important to first differentiate

the type of project. Keep inmind that programs
may involve ablend of several classes of project
or may involve situations not contemplated in
this guideline. The Protocols should therefore

be interpreted as necessary to reflect the spirit
of theconceptsembodiedinthisdocument.

Types of Projects

1. Prescriptiveprojects—theseareprojectswhere pres
or “deemed” savings values are derived from the approved MALs
(Technical Guide 1:Using Measures and Assunptions Lists) with
additional documentation and analysis toestablish the number of
installations.

2. Custom projects —equipment retrofit only —these are projects
where efficiency gains are achieved bythe retrofit or replacement of
equipment, w ithout changes in operations.

3. Custom projects —operational change only —these are projects
where energy consumption (and possibly demand) are reduced
by changing the operating periods, settings, or methods, without
modifications to equipment.

4. Customprojects—equipmentretrofitandoperationalchange
- these are projects where the combination of equipment and
operational changes may impact load and energy separately o
energy directly.

5. Custom projects —muiltiple energy conservation measures (ECMs)
- these are projects where three or more ECMs are implemented at
a single site or facility. Multiple ECM's may enable the use of whole
facility metering to determine savings.

Technical Guide 4: Project-Level Energy Savings Guidelines

Project Characteristics

Selection of theappropriateM&V method
within any project type depends on anumber
of project characteristics. Five distinguishing
characteristics canalsobeusedtoassist

in selecting the M&V processes. These
characteristics should be considered when
developing M&V approaches for program-
supported measuresthatdonotexactlyfit
any of the basic project types described in this
guideline.

1. Project Size
Project size may be based on:
¢ theincentive level (for example, dollars) for
the particular energy conservation measure
(ECM), per participant or for the whole
program. When considering incentive levels:
— smallis under $10,000,
- medium is from $10,000 up to
andincluding$50,000and,
- largeis greater than$50,000
¢ the participant’s investment for the
particular ECM, where:
— smallis under $10,000,
- medium is from $10,000 up to
and including $100,000 and,
- largeis greater than$100,000
¢+ thesavings (kWh or kW) expected by
the participant for the particular measure(s)
or project(s)installed.

The definitions of small, medium and large

are intended as a guideline only. Program
Administrators must provide definitions of the
projectsizeclassesifthesecriteriaaretobe
used asdeterminants ofM&V methods.

2. Regularity of operating periods
Regularity of operating periods is a
characteristic used where operating patterns are
driven by routine events and the periods can be
estimated with ease and accuracy. If operating
periods vary irregularly because of variability
in weather or plant production levels, precision
must be applied when measuring the operating
periods.
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3.Persistence of savings

Persistence of savings is a characteristic used
where the continuing success of the retrofit

is uncertain (for example, control changes
subject to human interaction). Note that it is
inherently risky to base incentive payments and
savings estimates on one-time observations. In
these situations the reporting period should be
extended and projects should be re-evaluated at
least once.

4.Incentive base

Incentive base is a characteristic used when
thebasisforincentivepaymentisdemand
(kW). In such cases the analysis must consider
the fraction of the equipment or the sub-
system load thatis normally operating when
thesiteutility meter hitsits monthlypeaks
(“diversity factor”). Energy savings (kWh)
based incentives must consider theload of the

equipment and normal annual operating hours.

5. Size of savings relative to utility

meter total use

Sizeof savingsrelativetoutility meter total
use is a characteristic used where expected
savings are small compared to total usage
recorded on ameter; sub-meters may need
tobe added sothat savings can be identified
with reasonable precision. Suitable accuracy
of meters and/or sampling strategy to yield
reasonable results. Statistical analysis may be
needed toselect meters and sample sizes that
will yield appropriate precision and confidence
in findings.
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Theprojectcharacteristicsareused toselect

appropriate M&V strategies from the following

list:

¢+ Usingthe Prescriptive Measures and
Assumptions List (Technical Guide 1: Using
Measures and Assumptions Lists)

+ Conducting user survey or site investigation
of thenumber of installations

¢+ Carryingout site measurement by spot
readings at representative times, or
continuous readings through at least one full
cycle of operations

+ Estimating interactive effects between the
energy efficiency measure and electricity
usesnotmeasuredaspartoftheM&V

¢+ Estimating diversity factors, or logging of
load patterns and utility meter profiles at
times of peak utility usage

¢+ Reporting “Normalized Savings” (under
long term “normal” conditions), rather than
under actual conditions of the reporting
period. Note thatadjustments must be made
tothebaselineperiodandtothereporting
period data to restate it under such normal
conditions. Thenormalset ofconditions
is defined by each participant for its
operations.

+ Choosing the most appropriate IPMVP
Option when retrofit isolation techniques
are not suitable.
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Methods for M&V on Prescriptive Methods used for detenmining the nurrber of measures
Measures/Projects in a project generally depend on the size of the project:

» Small projects —forsmall projects one can use participant
self-reporting by questionnaire/survey of randomly selected

As noted, prescriptive measures/projects are
defined asthose for which energy or demand

savings per item are contained in the MALs participants
(Technical Guide 1:Using Measures and + Medium projects —for medium projects one can use participant
Assumptions Lists). self-reporting by questionnaire/survey ofall participants

No field measurement is needed todetermine * Large projects —forlarge projects one can inspect randomly

the savings per measure or project. Gross selected sites within homogeneous groups of ll participant

impacts are determined by multiplying the per sites. Thus, achieving an overall precision of +/-10% at 90%

measure values derived from the measures and confidence level
assumptions list by the number of installations.

The method of counting measures depends

upon the size of the overall project:

Energy or demand impact, per installation, are taken from an approved MAL

Project Size

o ¥ R

.
R e ST
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Methods for M&V on Custom Projects

Four categories of custom projects are
considered here:

* projects involving equipment retrofits only

* projects involving operational change

¢ projects involving equipment retrofit and
operational change

* projects involving multiple energy
conservation measures

Depending on factors like theamount of
anticipated savings, project size, or the incentive
amount, the guidance and flow charts that
follow are intended to help with the selection
of appropriate methodologies for completing

M&V on a measure or project basis.

Keep in mind that M&V plans and their
reported findings areused to verify that:
measures have been installed; are working as
planned; and are generating savings. These
custom project savings can be assessed by:

¢+ isolatingtheretrofit,
+ measuringthe wholefacility, or

¢+ using computer simulations.

Installations can be verified througha
combination of site visits and participant
surveys to ensure reported results match actual
impacts.

Methods for M&V on Equipment
Retrofit Only Projects

These are custom projects involving only retrofit
or the replacement of baseline equipment with
moreefficient equipment. In such projects
nochangesaremadetooperatingperiods,
settings, or methods. If both retrofit and
baseline equipment have load values shown in
theMAL (Technical Guide 1:Using Measures
and Assumptions Lists), these values are

used for baseline and reporting period loads.
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For equipment not on the MALSs, one time
measurement(s) must be made using meters of
sufficient accuracy to allow the computed raw

change inload tobe reported with a precision
of +/-10% and a confidencelevel 0f90%.

Ifan incentive is being used to impact energy
demand (see alsoTechnical Guide 6: Demand
Savings Calculation Guidelines), the way to
undertake M&V depends on the project size:

1. Forsmallprojects, multiply thebaseline
and reporting period loads by an estimated

diversity factor.

2. For medium or largeprojects:

+ multiply baseline and reporting period loads
by adiversity factor determined by recording
the summer and/or winter demand profiles
of theparticularpieceofequipmentbeing
retrofitted and the associated utility meter
and,

+ estimate the interactive effects of the retrofit
beyondtheboundary ofmeasurement.

Ifa consumption incentive isbeingused, the
changeinloadismultiplied by thenormal
operating period. Again, the way to undertake
M&V depends on the project size:

1. For small projects the normal operating
period:

* may be assumed, where the operating profile
of the equipment before and after retrofit is

implemented or,

¢+ Wherethe operating profile is not
regular, M&V should be estimated from
measurements taken at two separate points
intime(ataminimum)representingthe
rangeof thenormaloperatingpattern.

2. For medium or large projects:

¢+ the normal operating period should be
estimated from continuous measurement
throughout the full range of governing
conditions after the retrofit is carried out
and,

v anestimate should be made of theinteractive
effects of theretrofit.
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Baseline and reporting period equipment both have kW data
on an approved Measures and Assumptions List (MAL)?

Seeking kW incentive?

Regular operating profile? Small project?

S Small project?
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Methods for M&V on Projects Involving
Only Operational Change

Such projects are custom projects that
involve only changing equipment operating
periods, settings, or methods. No equipment
replacements or retrofits are involved. If the
equipment whose operation is being changed
has load values on a published MAL, the values
onthelistmaybeused.Otherwisemeasure
equipment load once with a wattmeter having
aprecisionof+/-5%orbetter,ataconfidence
level of 90%.

If ademand incentive isbeing used (see
alsoTechnical Guide 6: Demand Savings
Calculation Guidelines) the way to undertake
M&V depends on the project size:

1. Forsmallprojects,adiversityfactormust
be separately estimated for both the baseline
and reporting periods and adjusted to

normal operating conditions.

2. For medium or large projects:

¢+ determine separate diversity factors for
both thebaseline and reporting periods by
recording thesummer demand profiles of
the particular piece of equipment and the
associated utility meterand,

¢+ estimate the interactive effects of the project,
beyondthemeasurementboundary.
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Ifaconsumption incentive isbeingused, the
equipment load is multiplied by the change
in operating periods between baseline and

reporting periods derived as described below:

The baseline period’s operating period is
determined as follows:

1. Iftheoperating profile is regular, measure it
once andprojectittonormal conditions;

2. Otherwise, if operating profile irregular:

¢ for small projects, measure the operating
profile at twoseparate points in time
representingthe range of thenormal
operating pattern, being sure toadjust the
operating profile tonormal conditions.

¢+ for medium or large projects, measure the
operating profile continuously for one cycle
and adjust it to the operating profile of
normal conditions.

The reporting period’s operating period is

determined as follows:

1. Ifthe operating profile is regular, or the
project is small, measure the operating
profile once and adjust it to normal
conditions

2. Otherwise:

¢+ for medium sized projects, measure the
operating profile attwo separate points in
time representing the range of thenormal
operating pattern. Adjust the operating
profile tonormal conditions.

¢+ forlarge projects, measure the operating
profilecontinuously for onecycleand
adjust ittoan operating profile of normal
conditions.

¢+ for medium and large projects, estimate

the impact of interactive effects beyond the
measurement boundary.
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Equipment whose operation is being changed
has KW data on an approved MAL?

Seeking kW incentive?

Proceed to Part 2
for kW incentives

Small project?
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For kWh incentives: multiply Load Value (from Part 1) by difference in operating periods
from baseline and reporting periods below

Is baseline period's Is reporting period's
operating profile regular? operating profile regular?

Small project?

Small project?
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Methods for M&V on Equipment Retrofit
and Operational Change Projects

These projects are custom projects involving

both the retrofit or replacement of baseline
equipment and a change in operational periods,

methods, or settings.

There are two ways toundertake M&V for such

projects:

1.

Ifsavings are highly likely to continue over
time, or the project is small insize:

If both baseline and reporting period
equipment have load values shownin a
current published MAL, use the MAL values
todetermine theloads; or

If bothvaluesarenotinaMAL, take one
time measurem ent(s) using meters that are
of sufficient accuracy toallow the computed
raw changeinloadtobereportedwitha
precision of +/-10% and a confidence level of
90%.

In either case:

for kW incentives, estimate a diversity factor.

for kWh incentives, measure operating
profiles in baseline and reporting periods.
Adjust allmeasured data to normal
conditions.

Technical Guide 4: Project-Level Energy Savings Guidelines

2. Ifsavings may not continue over time, or the
project is medium or largein size:

v estimateinteractiveeffects,and
v for kW incentives

¢+ take one time measurement(s) of baseline
andreportingperiodloadsusingmeters
thatareofsufficientaccuracytoallowthe
computed raw change in load tobe reported
with a precision of +/-10% and a confidence
level of 90%. Multiply the loads by diversity
factors. Determine the diversity factors by
recording the summer demand profiles of
the particular piece of equipment being
retrofitted and the associated utility meter.
Repeat all reporting period measurement
and recordings at least once.

v for kWhincentives:

¢+ formedium sized projects, take one time
measurement(s) ofbaseline and reporting
period loads using meters that are of
sufficient accuracy to allow the computed
raw changeinloadtobereportedwitha
precision of +/-10% and a confidence level
of 90%. Measure operating profiles at two
distinct operating points. Adjust all data to
normal conditions. Repeat reporting period
measurements at leastonce.

¢ for large sized projects, measure energy
use for one full cycle of operationsin

baseline and reporting periods. Adjust all
data to normal conditions. Repeat reporting

period measurements periodically.
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Baseline and retrofit
equipment both on an

Seeking kW incentive?
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Methods for M&V on Multiple ECMs or
“Blended” Projects

These projects consist of more than one energy
efficiency measure. For these custom projects,
special approaches canbe used in certain
circumstancestomanagetheM&V costs.
1. For buildings, where total expected savings
of all ECM’s is 10% or more of the affected

building’s consumptionor demand as
recorded on the utility meter, use IPMVP

Technical Guide 4: Project-Level Energy Savings Guidelines

software-based hourly simulation model of
thedetailsofplant operations andenergy
use and ameter that records hourly energy
for the portion of the plant being simulated.
The software’s calculation of energy use must
be calibrated against actual hourly metered
energy use. Such calibration must present

a coefficient of variation of the root mean
squared error (CVRMSE) ofless than 30%.
Savings should be reported under normal
conditions (“Normalized Savings”).

OptionCWholeFacility. Thereporting

Sitevisits arerequired to verify measure
period should be one year. Savings should

installations for both prescriptive and custom

bereported under normal conditions measures. Participants included in this process

(“Normalized Savings”). arechosenusingasamplingmethodology

2. For industrial processes, where the ECMs with theobjective of providing precision of +/-
cannotbeisolatedby anenergy meter 10% and a confidence level of 90%
or reasonably correlated to independent (evaluation results thatare within 10% of the
variables related to production, use IPMVP actual result in 90% of cases). The evaluation
Option D (“Calibrated Simulation”). This team should also use the site visits to identify and
situation is likely to arise where multiple document any variances in baseline conditions
ECMs are installed in complex, integrated observed on site.

processplants.Theplantmusthavea

servation Measures

Multiple ECMs fed from one utility meter?

Consider

under other

Building only? classes of
M&V

Can retrofitted processes be isolated

. ® by meter from the rest of the industrial
Savings >10% facility, and independent variables

- &
I LR e identified which are well correlated to
energyonthesemeters?

Consider Consider
under other under other
classes of classes of

M&V M&V
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Documentation and Reporting
on Project-Level Energy Savings
Assessments

The M&V report should contain sections and

complete descriptions of the processes used and

resultsforallrequired elementsintheM&V

plan, including;:

¢+ Goals and objectives of the M&V Plan

¢+ Sampling plan used to select buildings/
participants for examination,
including physical and occupancy
characteristics of the buildings visited
or details (for example, regional) of the
participantsincluded

¢ Description of data collection and analysis
procedures

¢+ Estimated accuracy level of proposed
assumption

¢ Verification and data quality procedures
used totest thetracking systems

¢+ Summary of the results and discussion of
any variances or unexpected findings when
theresultswerecomparedtothetargets

¢+ Documentation of the technical analysis
or computer aided assumption reviews
undertaken and the associated findings

+ Recommendations for how the results
should be used to adjust prescriptive/quasi-
prescriptiveor custom project savings

¢+ Overall summary recommendations for
improvement of process of the program in
futureyears

In all cases, the Evaluation Administrator will
provide final sign-off on the M&V report and
its associated findings.

* Review the inputassumptions
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Timing of Analysis of
Underlying Assumptions

To ensure theviability of the measures
included in a program and to ensure their
corresponding cost-effectiveness. The analysis
of the underlining assumptions used to assess
energy and peak demand savings is most
beneficial when determined before program
launch. However, if this is not feasible (for
example, when billing analysis or meter reading
is required) these assessments should take
place within an appropriate period of time after
program launch and the results should be used
toupdate program impact forecasts.

The Program Administrator decides whether a

third-party review of prescriptive assumptions

is needed. The decisionisbasedonavariety

of factorsincluding:

1. Previous independent review(s) of theinput
estimates

2. The expected magnitude of the programs
savings

3. Third-party or intervener concerns over
assumptions

4. Issues uncovered during literature review
(Technical Guide 1: Using Measures and
Assumptions Lists)

5. Scope of, and budget for, the evaluation

If an assessment is required, an Evaluation

Manager investigates the current assumptions
to either verify or re-estimateand thekey
inputs. Where appropriate, findings from this
process should be used to update applicable

measure assumptions (Technical Guide 1:
Using Measures and Assumptions Lists).

* Selectthe projectlevel M&Vmethod based on the type of projectand project characteristics
* Ensure M&V reportcontains necessarydescriptions of processes used and results for all

requirements

* Decide whether third-party review of assumptionsis required
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Technical Guide 5: Gross Energy Savings Guidelines

Technical Guide 5: Gross Energy Savings Guidelines

Energy savings as a direct resultof CDM program activities is a key elementto the

establishmentofenergy efficiency as a reliable system resource.

Purpose and Scope of This Guideline

This guideline provides information about
methodsthatcanbeusedin CDM program
evaluations to develop accurate estimates of
theenergy savingsresultingfrom program
activities. The goal is to produce energy savings
estimates that are accurate within reasonable
levels of precision and confidence (in most
caseswithin10%oftheactualresultata90%
confidence level).

This guideline applies toallCDM programs that
have the objective of producing direct energy

savings (that is, resource acquisition programs).

The guide expands on the information set out
in Technical Guide 4: Project-Lewel Energy
Savings Guidelines. Therefore, where possible,
werecommended thatthesameevaluation
team perform or provide oversight for the
requirementsrelatingtoboth guidelines.

An Evaluation Administrator is typically
responsible for fulfilling the requirements of
this guideline through anapproved evaluation
plan(see Step7:Evaluation Plan Dewelopment
Guidelines). The evaluation plan details the
methods for assessing program-specific energy
savings. The Evaluation Administrator also
provides therationale for why the selected
methodology has been chosen from the list of
approved methodologies or why an alternative
method has been proposed. The details of the
methodological choices are usually developed
in collaboration with the Evaluation Contractor.

Grosssavingscalculationsarebasedonthe
difference between energy use and/or demand
after the implementation of aprogram and an
assumed set of baseline conditions that estimate
what energy consumption and/or demand
would have been in the absence of the program.
Because there isno way tomeasure something
thatdidnotoccurinthefirst place, thereisno
direct way to measure gross savings.

Gross savings are not discounted for free
ridership or other adjustment/distortion factors
(net savings).

This guideline pertains only to estimates of
energy (GWh) savings. Demand (MW) savings
are covered in Technical Guide 6: Demand
Savings Calculation Guidelines and net
savings are covered in Technical Guide 8:
Net-to-Gross Adjustment Guidelines.

Gross energy savings is the change in energy consumption
that results directly from program-related actions program

participants take, regardless of the reasons why they participated
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Evaluation Administrators should have the

following skills:

¢ The ability to applying statistical and sample
design methodologies

+ Ability tocalculate, using all relevant
adjustment factors, program-specific cost
benefit analysis (for example, total resource
cost test)

+ Strongresearch skill

¢ Practical abilities related to technically
reviewinginput assumptions.

Selecting an Approach

There are three general approaches for

estimating gross savings:

¢+ Deemed savings,

+ Large-scaledata analysis, and

¢+ Custom M&V.

When choosing the methodology, the following
factorsshouldbetakenintoconsideration:

¢+ The program implementation strategy and
the types of data that can be collected during
the course of program delivery

+ The types of measure(s) supported by the
program (for example, simple, mass market
versus complex, commercial or industrial
measures)

¢+ The perceived accuracy of previous
evaluations or assumptions, such as those
identified in the MALs (Technical Guide 1:
Using Measures and Assumptions Lists).

+ The amount of energy savings expected to
result from theprogram

¢+ The professional judgement of the
Evaluation Administrator

+ Time and budget available for the evaluation

Technical Guide 5: Gross Energy Savings Guidelines

Basic Terms and Concepts

If one cannot measure the absence of energy
use (savings), as noted, thereis no way to
directly measure gross energy savings. Energy
savings can be estimated by comparing
energy use before and after aCDM program

is implemented. Equation 1 shows the general
formula thatapplies when calculating energy
savings for all energy efficiency programs.

Equation 1
Energy savings =
baselineenergy use—reporting period energy use +/- adjustments

Where:

¢ Baseline energy use is the energy consumption
thatisestimatedtohaveoccurredbefore
the program was implemented. The baseline
period is selected to be representative of
normal operations.

* Reportingperiodenergyuseistheenergy
consumption that occurs after the program
isimplemented.

¢+ Adjustments account for independent
variables that arebeyond the program
implementer or participant control.
Adjustments are meant tobring the baseline
andreportingperiodstothesameset of
conditions (rather thanasimple subtraction
of pre-and post-installationenergy use).
Common independent variables that are
adjusted for, include:

¢+ Weather normalization

¢+ Occupancy levels and hours
(i.e. hoursof operations)

¢+ Production levels
(ie. operating cycles, shifts)
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1. Deemed Savings Approaches

Deemed savings approaches use agreed
upon values for program-supported measures
with well-known and documented savings
values. Deemed savings are determined using
prescriptive and quasi-prescriptive assumptions
and standard equations for determining gross
savings. Applying deemed savings values to
individual measures isaddressed in Technical
Guide 4: Project-Lewvel Energy Savings
Guidelines.

For prescriptiveand quasi-prescriptive

measures, the savings evaluation depends on:

¢+ The technology type

¢+ The number ofinstallations

¢+ The prescribed savings estimates forthe
technology used

For quasi-prescriptive measures, the savings

evaluation depends on:

+ Project-specificinformation generally
collected from participants implementing
the measures (for example, savings per unit
capacity or per hour of operation)

¢+ Other information needed to adjust savings

estimates (scalablebasis)

For documentation and data collection

purposes additional information that should

be collected during the evaluation include:

+ Customer address or location

+ Information on technology being replaced or
retrofitted

¢+ Information about operation of new
equipment (for example, hours of operation)
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Prescriptive Approach Saving Calculations

Savings are prescribed on a per-participant or
per-measure basis and represent an average

levelof savingsthat wouldbeachievedbya
participant implementing theenergy efficient

measure. Gross savings are calculated based on
the number of participants and/or measures

installed multiplied by the prescribed savings

per participant or measure. The gross savings

arecalculated as shown in Equation 2.

Equation 2

PSgoss =N x s

w here,

P S Gross programsavings (e.g., kwh)

N = Number of tracked participants (or measures installed)

s Prescribed savings per participant or per measure

(e.g. kWh per participant)

Quasi-prescriptive Approach

Saving Calculation

Savings are determined using a prescribed
methodology that uses key, project-specific,
inputs to estimate the savings for each
participant or measure installed. A common
quasi-prescriptive methodology is to prescribe
energy savings for ameasure on ascalable basis
(for example, kWh savings per unit of capacity
or per hour of operation).If therelationship
betweenthescalablebasesandthesavings

is linear, then gross program savings can be
calculated from the number of participants or
measures installed multiplied by the average
participant value of the scalable basis multiplied
by the prescribed scalable savings. The gross
programsavings are calculated as shownin
Equation 3.

Equation 3
PSgross = N X SBavg X Sscale
w here,
PSgoss = Gross programsavings (e.g., kWh)
N = Number of tracked participants (or measuresinstalled)
SB., =Scalable basis (e.g., average participant equipment capacity)
S« = Prescribed savings per participant or measure
(e.g., KWh per participant per scalable basis)
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Other potential quasi-prescriptive approaches
may, as an example, include engineering
equations that utilize key participant inputs,
prescribed inputs, or default values, to estimate
savings estimates or use similar inputs to
reference MALs. In these instances, as shown
in Equation 4, that the gross program savings
are calculated from the sum of the savings
calculated for each participant or measure
installed.

Equation 4

PSgross = Moo (psi)

w here,

PSyoss = Gross programsavings (e.g., kWh)

N = Number of tracked participants (or measures installed)
psi = Savings reported forthe i participant using the

quasi-prescriptive methodology

2. Large-Scale Data Analysis Approach

Large-scale data analysis applies a variety of
statistical methods to measured facility energy
consumption meter data (almost always
whole-facility utility meter billing data) and
independent variable data to estimate gross
energy and demand impacts." Meter analysis
approach usually involves analysis of a census of
project sites, versus a sample.

Most analyses of meter data involve the use

of comparison groups. “Quasi-experimental
design” has traditionally been used in assessing
theimpactsofprograms.They comparethe
behavior of the participants to that of a similar
groupofnon-participants—thecomparison
group - to estimate what would have happened
in the absence of the program.
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There are threebasiclarge-scalemeter data
analysis methods employed for energy efficiency
programs:

¢+ Time series comparison - compares the
program participants’ energy use before
and after their projects are installed. With
this method the “comparison group” is the
participants’ pre-project consumption.

v Useofcom parisongroup—comparesthe
program participants’ energy use after
projects are installed with the energy use
of non-participants. This method is used
primarily for new construction programs,
wheretherearenobaseline data.

3. Custom M&V Approaches

CustomM&V approachesareused whenno
prescribed measures are found on the MALs for
the types of measures included in a program.
Custom M&V approaches require that gross
savings be tracked and estimated on a project-
by-projectbasis. Custom projectstendtobe
more complex than those using prescriptive
measures (for example, building equipment
retrofitswhereequipmentload profilesare
variable, etc.) and gross savings estimates use
specific equations that can change on a project-
by-project basis. Therefore, project-level M&V
is essential for tracking and reporting savings
and should atleast be taken into consideration
for all situations requiringa custom M&V
approach (see Technical Guide 4: Project-
Lewel Energy Savings Guidelines).

1 National ~ Acion  Plan  for  Energy  Efficiency (2008) Understanding ~Cost-Effectiveness of ~Energy Efficiency Programs: Best  Practices,

Technical  Methods, and Emerging Issues for  Policy-Makers.
Project. <www.epa.gov/eeactionplan>

Energy and Environmental ~Economics, Inc. and Regulatory —Assistance


http://www.epa.gov/eeactionplan
http://www.epa.gov/eeactionplan
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For custom M&V approach evaluations,
evaluators will need to collect the following
information:

+ Type(s) of equipment installed

+ Type(s) of equipment beingreplaced

+ Customer address or location

+ Engineering analyses and/or computer
simulations

¢+ Other information needed to determine
savings for custom projects

M&V activities consist of some or all of the
following:

v Meter installation, calibration and
maintenance

¢+ Data gatheringand screening

¢+ Development of a computation method
and acceptableestimates

+ Computations with measured data

¢+ Reporting, quality assurance, and third
party verification of reports

At the project-level, the approach is typically
outlined in an M&V plan that should be
developed before project implementation.
Programs thatsupport custom measures are
typically targeted to larger customers and are
likely toinvolve fewer projects.

Gross savings can be determined by:

¢ Selecting a representative sample of projects
for review

¢+ Determining the savings generated by
eachprojectinthesampleusingoneof
the options described in the International
Performance Measurement and Verification
Protocol (IPMVP) and guidance provided
in Technical Guide 4: Project-Level Energy
Savings Guidelines.

¢+ Applying the savings from the sample of
projects tothe entire population of projects

Technical Guide 5: Gross Energy Savings Guidelines

Documentation and Reporting Gross
Energy Savings

A final evaluation report related to gross energy
savings should include details astohow gross

savings were determined. The final report
should includeinformation about:

¢+ Methodology or methodologies used to
assess gross savings

¢+ Sampling plans and survey instruments used
to collect data

v Precision and confidence of data and results
+ Total gross savings and sample calculations
+ Explanations, where possible, of variances

between verified results and forecasted
results for theprogram

The Evaluation Administrator reviews the final
estimate of savings demonstrated through the
study,whichisprovidedbytheEvaluation
Contractor.
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Timing of Gross Energy Savings
Calculation

Completing a program-level estimate of gross
savings takes time, the amount of which will
depend on the analytical approaches selected
and whether it will be necessary to gather and
model afull rangeof datatocompletethe
analysis (for example, 12 months of pre- and
post-implementation electricity bills or one
ormore full operational cycles). The choice of
the data collection period should be an explicit
issueidentifiedintheprogramevaluation
plan (Step 7: Evaluation Plan Development
Guidelines), as it relates to how frequently the
calculation is made. Results should be reported
in atimely manner to support the objectives of
theevaluation.

Technical Guide 5: Gross Energy Savings Guidelines

Oversight and Responsible Parties

The Evaluation Administrator approves

the gross savings methodologies used and
isaccountable for ensuring the analysis is
completed onschedule by the Evaluation
Contractor. The analyses are typically carried-
out by the Evaluation Contractor and reviewed
by the Evaluation Administrator. A broader
evaluationteammay bepartofthereview
process. Itis essential that the Program
Administrator establishes atracking system
to facilitate this analysis and provides the
Evaluation Administrator and Evaluation
Contractor with all requested tracking system
outputs and/or read-only access to the tracking

system itself.

e Selectanapproach for estimating gross savings

= Ensurethe appropriate equation is used for calculating gross savings

* Ensurethefinal evaluation report includes details of how gross savings were determined
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Technical Guide 6: Demand Savings Calculation Guide

Technical Guide 6: Demand Savings Calculation Guidelines

The Demand Savings Calculation Guideline establishes the framework for assessing

demand savings attributable to specific conservation initiatives.

This guideline applies with regard to all energy
efficiency programs designed to achieve energy
or peak demand savings (Demand Response
programshavea separate procedure).

The Evaluation Contractor is responsible for
finalizing the methods used toestimate net
demand savings for the program.

The Evaluation Administrator is responsible for
reviewing the Evaluation Contractor’s proposed
plan for calculating demand savings and for
signing off on thatplan.

The Evaluation Contractor needs the following
skills:

¢+ Proficiency with statistical andsample
design methodologies

¢ Familiarity with load shape analysis
principles andassumptions

¢+ Market researchcapabilities

¢+ Technical ability conducivetothe
understanding of the operational
functionality of efficiency measures (for
example, peak demand effects)

¢+ Ability touse models toforecast energy
usage and ability to translate data into

end-use and sector-level load shapes

Definition of Peak

The concept of peak demand is not simply the
highest demand for electricity ina 24 hour
period. Instead, the concept relates to energy
demanded over the course of pre-defined
periodoftime(i.e, 1 pm-7pm)duringwhich
the overall demand on the province’s electricity
grid tends to be higher, on average. So, the first
stepindeterminingpeakdemand (and peak
demand savings) is determining the pre-defined
blocks of hours during which demand is
generally at itshighest.

In order to maintain consistency from the
program design and approvals stage, through to
program operations and reporting, and finally
to EM&V and verified savings, we use a before
thefact (ex ante) definition of peak. Actual
(ex post) system demand data isnot used for
the purposes of defining system peak, (it can,
however be used as areference toensure that,

over time, theex antedefinition of peakis
valid.)

The hours that count towards savings targets
should be known in advanceand remain
constant for the full program cycle. Itis possible
that actual system conditions will vary toa
smallextentover theframeworkperiod.
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Though more accurate for in-year savings
calculation purposes, normalized system
forecasts are used todevelop blocks of hours
thatensureanextremely highlikelihood
thatthetophourortop-10hoursofsystem
peak will occur within the block(s). Benefits
from the clarity and predictability of a block
definition include: (a)better ability to track
progress-to-target whilea programisin-
marketand (b)greater likelihood thatthe
Program Administrator and participants will
comprehend the connection between various
measures under consideration and the value
they provide to the system (the basis for the
cost-effectiveness of the programs).

Table 1.0
IESO EM&V Standard Definition of Peak

for Calculating Demand Savings

Based on analysis of Ontario System Hourly Load data
from 2003-2010, the defined summer and winter peak

blocks for 2019-2020 are as follow s:
Average Load Reduction over Entire Block of Hours

Time Months
June
SUMMER 1om - 7ot Tl
(Weekdays) P P uy
August
January
WINTER 6om - 8om Tob
(Weekdays) P P ebruary
December

*Daylight Savings Time-Adjusted

Because of Ontario’s unique geography
(vast distance from north to south and mid-
latitude, full four season climate) and load
characteristics, thesystem peak could occur in
either season. Though summer peak has been
dominant in recent years, it is not predicted to
continue and there is a chance that the system
will experience a winter peak.

Technical Guide 6: Demand Savings Calculation Guide

Declaration of Peak Savings

Since both summer and winter peak savings
havethepotentialtocontributetoreducing
the Ontariosystem peak, Evaluation
Administrators should calculate both peaks.
Forexample, automobileblockheatersand
space cooling/air conditioning provide
straightforward examples of winter and
summer peak-affecting measures (or initiatives
or programs). Street lighting, though used all
year around, would be highly coincident with
the winter peak block period, but not at all with
the summer block. Some measures or programs
may beequally suitablefor bothblocks,so
the selection of which one is not particularly
important.

Notehowever, that savings for measures/
programs that contribute toboth block periods
are not double-counted towards system peak. A
declaration of the period thatsavings should be
counted towards should accompany program
funding approval. Peak demand savings results
trackingand programevaluation then flow
from that declaration.

Ontario also straddles summer and winter
peak in terms of various parts of the province.
Depending on the regions, some areas may
remain summer peaking (for the foreseeable
future)andnortherly areascouldremain
winter peaking, despite the fact that the Ontario
system peak could occur in either of the
seasons. A program’s deployment of summer
or winter peak demand reduction is not
dependenton the servedareas peaking
characteristic, but rather on the program’s
design totarget areduction in either summer or
winter peak consumption.

Evaluation Administrators are encouraged to
use the standard definition of peak described
in Table 1.0, since it is the definition that will

be used for verified savings calculation and
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reporting purposes. Program administrators
whochoosetouse adefinition(s) of peak
that varies from this one would be advised

to employ amethodology toassess the gap
betweenreported programsavingsand
verified/evaluated savings. This gap should be
predictable. In other words, aknown risk factor
that contributes toa gap between reported
savings and eventual verified savings should be
analyzed and documented sothat there are no
surprises at theend of the process.

Estimating Demand Savings
during the Peak Period

Peak savings estimates are tobe based on the
average demand reduction across the total
number of hours in the appropriate peak
summer or winter block(refer toTable1.0:
Definition of Peak for Calculating Demand
Savings) for block definitions). Note that
becauseimpactsacrossthetotalnumber

of hoursin each block areaveraged, the
peak blocks for the summer and winter do
notcomprisethesamenumber ofhours.
Technologies that provide sustained demand
reductions across the entire block have more
value tothe system than those that are variable.
This is by design, since the chance of the actual
(ex post)peak occurringinonehour versus
another within the defined blocks is roughly
equal. Therefore, measures or programs that
better sustainsavingsacrossthespanofthe
defined block have more value to theelectricity
system than those that provide amore limited
sustained impact.

Maximum monthly demand reduction,
typically described as “at design conditions”
and/or thetopfacility hour of themonth,in
each of the three months (instead of the average
of the entireblock of hours)is for weather-
sensitive measures because their load impact

Technical Guide 6: Demand Savings Calculation Guide

Table 2.0
Alternate Definition of Peak

An alternative method can be used to calculate peak demand sav-
ings for weather-sensitive measures or for facilities with variable
load characteristics. Peak demand savings are calculated onthe
basis ofaweighted average ofthe maximum demand reduction in
each of the three months thatoccurs within the blocks:

Weighted Average of the
Monthly Maximum Load Reduction**

Time Months Weighting?®

June 30%

SUMMER 1 Tpm* Jul 39%

(Weekdays) pm - 7p uy °
August 31%
January 65%

WINTER

(Weekdays) 6pm - 8pm February 16%
December 19%

*Day light Savings Time-Adjusted

*Typically implemented as “at desgn conditions” and/or for the top fadlity
hour of the month

Weighting is based on the proportion of Top-10 hours that oaour inthat
month

characteristicsimprovecoincident with the
system peak, since itisalso weather-sensitive.
For non-weather sensitive measures, using
average impacts ensures that variable impacts
are properly accounted for. But weather-
sensitive measures are highly likely to produce
theirmaximumimpactatthesamehour that
wastheactualtopsystem peakhour (either
summer or winter, depending on the measure).
Weather-sensitive measures can therefore be
properly accounted for their performance
relative to periods of electricity system stress by
using amuch narrower -3individual hour in
this case— definition of peak.

Other variableloads may also use this approach.
Sincetheweightedaverageisstructuredto

have no bias (advantage or disadvantage),
Program Administrators and those managing

M&V plans should feel free tocompare and use

this alternative approach. If the peak demand
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savings credited are higher using one approach
versus the other, one should use the approach
that produces the higher impact. The higher
impact should be used not simply because it
ishigher—itshouldbeused becauseit will
produce a more accurate assessment of the
peak demand savings. For the purposes of
preparing verified savings estimates, Evaluation
Contractors should promote the method they
believe produces the highest confidence result
regardlessofwhichapproachwastakenby

Program Administrators.

Direct Methods for Computing Peak Demand

1. Collect hourly energy use data from a
sample of participants before and after the
measure installations, providing anestimate
of the peak demand reduction performance

of a specific measure

2. Collecthourly energy usedatafroma
sample of locations where the efficiency
measure has been installed and compare
ittocorresponding representative non-
participant locations and use the variance to
estimatetheimpactsonpeakdemand.

Indirect Methods for Computing
Peak Demand

1. Allocate annual energy savings into one or

more time of use periods using secondary
data on average end use load shapes from
past IESO evaluation results, forecasting
models, or other relevant studies. Average
demand savings can then be determined
by dividing the energy use savings
allocated to that period by the number of
hours in that period.

2. Using the results of energy simulation
models, allocate daily or annual energy
savings for ameasure or set of measures
into time of use periods.

3. Estimate total peak savings for
prescriptive measures installed based on
the per measure values in the most
recent MALs.

Technical Guide 6: Demand Savings Calculation Guide

Valuation of Peak Demand Reduction

Since the cost-effectiveness of CDM program
activity is premised on the avoided cost

of generation, the power plant that would
theoretically getbuiltinOntariotoservethe
marginal peak demand and energy thatis
being saved by the programs operates in both
our summer and winter constrained periods.
Setting aside some complexities of winter
versus summer system capacity constraint
characteristics, heat rates and other technical
issues, the same “avoided cost dollars” build
thesame“peaking”plantthatmightoperate
primarily in thesummer in years when
Ontario’s peak occurs in the summer and then
switch tothe winter if it was a winter peaking
year. We don’t hypothetically build a second
planttodealwithaswitchtowinterpeaking
characteristics, either temporary or permanent.

Therefore, as is the case with savings impacts,
double-countingavoided cost would be

inappropriate. Given the accepted methodology
for calculating cost-effectiveness, Program

Administrators must use their earlier
declaration of which peak block of hours the
initiative is designed to impact. The value of
energy savings is unaffected, but the avoided cost
of capacity may vary by time period and
therefore that value would be applied to the
appropriate peak hour used for the avoided

capacity cost calculation.
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Report Content and Format

The initial elaboration of peak demand
calculation issues should be addressed in the
overall Evaluation Plan (Draft and/or Final).
The final Evaluation Report should include the
following:

¢ Clarification of program/measure-selected
definition of peak demand

¢+ Methodology used to assess program
demand savings and program cost
effectiveness

¢+ Sampling plan (as well as the survey
instrument) used to collect data and
discussionofconfidence interval

+ Peak Demand Savings Results (Summer and
Winter), including forecasts, reported energy
savings, and verified energy savings levels
(whereapplicable)

* Net Peak Demand Savings Results (Summer
and Winter) adjusted for external factor
including forecasts, reported and verified

energy savings (where appropriate);

¢+ Analysis of variances between forecast,
reported, and verified demand savings

In all cases, the Evaluation Administrator

must sign off on the estimation of peak
demand savings demonstrated.

Technical Guide 6: Demand Savings Calculation Guide

TheEvaluation Administrator, oncethey
have signed off on the peak demand analysis
plan, asoutline in the Final Evaluation Plan,
is accountable for ensuring the analysis is
completed on schedule. Once complete, the
Evaluation Administrator must sign off on the
estimation of peak demand savings. However,
theanalysisitselfwillbecarriedoutbythe
Evaluation Contractor.

It is essential that the Program Designer
establish an appropriate tracking system to
facilitate this analysis and provide the Evaluation
Contractor with all requested tracking system
outputs.Once completed, the Evaluation
Administrator informs program designers and
delivery agents of key findings from the final
demand impact analysis. This feedback is crucial,
as it helps the Program Designer:

1. improveon existing programdesigns;

2. develop accurate initial peak demand savings
forecasts;and

3. make decisions about funding and incentive
levels provided for the program or similar

programs.

* Choose method for estimating peak demand savings

< Sign off on Evaluation Contractor’s proposed plan for calculating demand savings

< Provide Evaluation Contractor with requested tracking system output

* Ensurereportprovides required information and details

* Usekey finding from reportto considerways of improving program design
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Technical Guide 7: Market Effects Guidelines

Technical Guide 7: Market Effects Guidelines

To be a candidate for a market effects evaluation, the intended market effects should be

a distinctpart of the program strategy, an intended outcome ofthe program and have

goals ortargets forecasted. Ideally, the program administrator should be able to show

that a share of the program budgetor other resources was allocated with market effects

as the intent.

Where substantive market effects are anticipated,
simple net-to-gross ratios (NTGR) may
proveinadequate. In their place, a market

effects study should be commissioned to
explore changes in market structure and
attitudinal changes that contributetoahigher
standardofpractice.

Experimental Approach to Determining
Market Effects

Evaluation Administrators should conduct in-
depth interviews with Program Administrators,
trade allies, and program participants to better
appreciate the potential outcomes of the planned
program design. These interviews should record
changes made or changes expected in both the
attitudes and abilities of each market actor as a
result of the program offer.

The behaviours of market actors should be
monitored and all significant changes recorded.
The behavioural changes should then be correlated
against the variables such asparticipant activities,
perspectives and abilities.

And as a final step, the Evaluation Contractor
must ultimately establish causal attribution
leading from the program activities, through
the realized outputs, accumulated through
program outcomes and then to the intended
impacts. This attribution pathway provides a
foundation that allows Program Designers to
assert thata program hasbroad market effects
and creates market transformational savings.

Using the analytical approaches supported by
thismarket transformationalmodel, broad
market effects can add significantly to program
savings estimates and positively adjust net-to-
gross ratios for both measures and programs
affected by market changes.
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Analytical Methods Used to Determine Asserting the Existence of Market Effects

Market Effects

Market effects analyses require greater effort
than the more typical cross-sectional analyses.

Market effects, by their very nature, contribute

savings year-upon-year following even a single
market intervention.

Inthelater stages ofmarket transformation,

when the market interventions have ceased, the

market effects evaluations serve as the program
offer and leads to energy savings. The analytical
methods applied tomeasure themarket effects
selected should take into account this longer-
term horizon.

Methods for Analyzing Market Effects

* Longitudinal analyses -these enable Program and

Evaluation Administrators tocompare one pre/post period.
Therefore, key market externals must be normalized to some
comparable base-year or long-termtrend.

Market characterization studies —these serve as the data collection
instrument for both cross-sectional and longitudinal assessments.

These studies effectively capture a snapshot of the market that

can be used as abenchmark and/or that can be analyzed to provide
normalizationfactors for keyvariables and atime seriesofkey

program performance metrics.

Experimental studies -these provide valuable explanatory findings
thatcanbe usedtodraw conclusionsandformulate program
recommendations.Evennarrow lyfocusedpanelstudiesand
Delphi analysis can help build expert consensus around key issues.
Infield metering studies also contribute to establishing program
behavioural outcomes (by helping clarify consumer electricity end-
uses and the use of energy consuming appliances). Lastly, natural

occurring and planned market experiments provide evidence of

causal attribution and therefore should not beignored.

Evaluation administrators must carefully weigh
the potential for market effects. Studies of
market effects require a significant investment
of bothhumanand capitalresources.Inthe
event a potential claim of substantial market
effects is absent, amarket effects study should
benarrowly scopedoravoidedaltogether.

Still, where substantial and transformational
outcomes are expected, the Evaluation
Administrator should be prepared toundertake
a multi-year, multi-facetted study to capture the
breadth of expected market effects. Also, the
Evaluation Administrator should work closely
with the Evaluation Contractor to ensure the
useof methodsthat takeintoaccount causal
attribution. Where methods allow for causal
attribution, itmay be found that the long-term
market effects lead to savings greater than the
annualized impacts sought directly from the

program activities.

* Considerwhether marketeffects are likely relevant; if they are, consider

carrying out a marketeffects evaluation

* Considerwhatanalytical method to use in evaluating market effects
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Technical Guide 8: Net-to-Gross Adjustment Guidelines

Technical Guide 8: Net-To-Gross Ratio Adjustment Guidelines

The “net-to-gross ratio” (NTGR) is an adjustmentfactorapplied to estimates ofgross

savings (Technical Guide 5: Gross Energy Savings Guidelines) to accountfor those

energy efficiency gains that are only attributable to, and the directresultof, the conserva-

tion and demand managementprogramin question. The NTGR represents the

comparison between an estimate of savings achieved as a direct resultof program

expenditures and an estimate of savings that would have occurred even in the absence of

CDM program.

Purpose of This Guideline

This guideline provides guidance for
determining NTGRs for the estimation of
program net impacts. Net savings estimates are
the proportion of the gross savings thatwould
haveoccurredintheabsenceof

the program. Determination is usually done at
the program level, but a more refined level of

granularity may be warranted in some cases.

Net savings are of most interest topublic or ratepayer-funded
programs w herethe responsible party isinterestedinthe

influence of the program inproducing incremental savings. Incontrast,
agovernment or private-sector in-house energy efficiency program or
performance contractwillbe muchmoreinterestedintotal, orgross,
savings.

Severalfactorscanreduceor,insomecases,
increase the net impacts attributabletoa
program.Deciding which ofthesefactorsto
account for in an analysis of net savingsis
influenced by the objectives of the evaluation.
Factors that differentiate net savings from gross
savings are also sometimes called “distortion
effects”, or net-to-gross (NTG) “adjustment
factors”, and canincludetheeffectsof free
ridership, spillover, rebound effects, and
transmission and distribution losses
(described below). Free ridershipisthe most
commonly evaluated adjustment factor,
followed by spillover, and rebound effects.

Participant and non-participantsurveys
and tracking behavioural changes can help in
determiningnet-to-gross ratio.

Program benefits used in cost-effectiveness evaluations
considerthe program's netsavings asopposedto
grosssavings.
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Program and Evaluation Administrators of
ratepayer or publicly-funded CDM programs
will be interested in estimating the net savings
attributable to these programs. Program
Administrators should consider likely NTG
factors during the design and developm ent
of aprogram and in designing the program
logic model. NTG factors should be considered
from a risk management perspectivebecause
factors such as free ridership, detract from
the savings and cost- effectiveness of program
investments, while

other factors, such as spillover and transmission
and distribution losses, can augment savings
attributable to program activities.

In selecting an evaluation approach, Program
Managers need to consider the level of effort
tobe devoted to studying net-to-gross factors
(Step 7: Bvaluation Plan Dewelopment
Guidelines). The approachis tied to the
program objectives, size, and scale of the
program;the evaluation budget and time
available; available resources; and specific
aspects of the measures and participants in the
program.

Net-to-Gross Ratio (NTGR) Basic
Concepts

Energy and demand savings thatoccur due to
CDM program activities are first determined
asgrosssavings.Programnetsavingsare
then estimated by adjusting (discounting or
augmenting) the gross savings by applying a set
of net-to-gross “adjustment factors,” such as free
ridership rates, spillover effects, and rebound
effects. The aggregate effect of these factors in

a program impact evaluation is represented by
the NTGR.

Technical Guide 8: Net-to-Gross Adjustment Guidelines

ThevalueoftheNTGR canvary dramatically
depending on thetypeofprogram;how the
program is implemented in the marketplace; the
number ofother programsthatreachsimilar
customer classes; or other market influences,
such as codes and standards. For example,
participants in some programs may be largely
free riders whereas other programs may have
virtually no freeridership.

To determinean estimated NTG value for
program design, Program Administrators
should incorporate free ridership rates and
spillover effects, but may choose to disregard
rebound effects. However, we recommend that
allnet-to-grossfactorsbeconsidered when
estimatingthevalueoftheNTGR,
especially when these factorscouldbe
significant.

Some, though certainly not all, of the common

net-to-gross factors that are used to calculate
the NTGR are:

There are three general categories of free ridership:

* Total freeriders —the total of consumers that w ould
installed the program-promoted measures at the same timeframe,
regardless of program's existence

+ Partial free riders —consumers who would have installed measures
thatare more efficientthanbaseline, butless efficientthanthe
program promoted-measures, orwho would have installed fewer of
the program- promoted measures

+ Deferred free riders - consumers who would have installed the

program-promotedefficientmeasures, butatalatertime
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Free Ridership

Free ridershipis a measure of program
participants thatwould have implemented
the program measure or practice even in the
absence of the program. Savings do occur as
aresultoffreeridership,butthey maynot
be directly attributable to the program being
evaluated, and thus these effects reduce the
direct impact of the program.

Spillover Effects

Spillover effect occurs when the presence of an
energy efficiency program influences customers
toreduce energy consumption or demand, but
the incremental savings are not directly aresult
of the program. Non-participant spillover is
sometimes called “free drivership”, which is the
effect of people or companies thatinstall energy
efficiency measures as aresult of the effects or
influence of a program, but who never collect a
rebate orincentive. These behavioural changes
increase the effect of the program and can
partially offset theeffects of freeridership.

Program Enabled Savings (PES)

Program enabled savings are energy and
demand savings resulting from additional
energy efficiency actions that program
participants or non-participant might have
undertaken because of program influence, but
for which they received no financial incentives.
They are often referred toas “spillover” savings.

Types of program enabled savings can include:

+ Operational/process changes

+ Additional equipmentretrofit

¢+ Behaviour change

How can Program Enabled Savings be
calculated:

For savings to be claimed, they must be
quantifiable. Quantification must be
transparent, assumptions clearly stated, and
back-up documentation must be accessible.
The following isalist of documentation that

Technical Guide 8: Net-to-Gross Adjustment Guidelines

may be requested inorder tocalculate and
validatesavingsclaims:

¢+ Description of the project with contact
details

¢+ Description of the Existing Condition/
Baseline

¢+ Description of the Efficient Condition
¢+ Annual Savings Estimate (kW,kWh)

v Persistenceestimate

¢+ Inputassumptions used (with references),
Engineering Calculations

v In servicedate
¢+ Operating schedules
v Process modifications

¢+ Project cost estimates

Rebound Effect

Arebound effect isan increase inenergy-using
behaviour following customer action to increase
efficiency. Thisissometimesreferredtoas
“snap-back”. An example of rebound is when
customers increase their use of equipment after
they have installed energy efficient equipment,
or when customers use more energy when rates
arelow,suchasduringoff-peakhours.” For
example, curtailing residential air conditioning
load during a set period reduces the
consumption during thatperiod, but there isa
rebound effect if the customer increases their
consumption by running the air conditioner
harder andlongerinthehoursfollowingthe
curtailment to make up for the increased heat
and/or humidity inthehome.Thisrebound
effect can potentially offset amajor part of the
energy savings of aresidential air conditioning
load control initiative. Of course, in that case,
the rebound effect mightnot be of much
concern if the intention is to accomplish
demand savings during specified times and
thereisagreaterbenefittoreducedemand.

2 This canoccur under a time-of-use rate structure ora critical-peak-pricing regime.
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Electricity Transmission and
Distribution Losses

Because electricity islost through theprocess

of transmission and distribution of energy
between a power plantanda consumer,
whenanefficiency projectreducesthe
electricity consumption at a facility, electricity
transmission and distribution losses are
avoided. Asaresult, the amount of electricity
savedbynolongerhavingtobegenerated
atapower plantisactually greater thanthe
reduction experienced at thesite (note that
electricity transmission and distribution losses
donotcomeintoplayinevaluationsornet
savings calculations because they are accounted
foratthepublicreportingstage(seeStepl2:
Provincial Reporting Standards).

Other influences thatcome into play when
determininggrosssavingsinclude:

¢ the effects of multiple programs operating
withinautility serviceareaorregion

¢+ overlapping effects thatcan occur when
marketing and promotion for energy
efficiency programsarebroadcastin
neighbouring jurisdictions or service
territories (through print media, radio or

television)and,

+ influence of energy efficient codes and
standards thatreduce the availability of low
efficiency equipment can have the effect of
increasing freeridership.

Technical Guide 8: Net-to-Gross Adjustment Guidelines

Approaches for Determining
NTGRs

There are three approaches’ for determining
NTGRs:

1. Self-reported surveys and enhanced
self-reporting surveys

2. Econometric methods

3. Agreed on net-to-grossratios

All three approaches can be used with any

type of CDM program, but econometric
methods require large numbers of participants.
Agreed on net-to-gross ratios are the least costly
approach, followed by self-reported surveys and
enhanced self-reportingsurveys.

1. Self-reported surveys

Self-reported surveys ask participants a series
of questions to get at what actions they would
havetakenintheabsenceoftheprogram.
Estimates of spillover effects can be developed
by surveying non-participants. Surveys can
be web-based, distributed in hard copy, or
administered by telephone. Self-reporting
surveys are the lowest cost approach to
estimating free ridership and spillover rates
for specific programs that support particular
technologies or measures.

Awordofcautionaboutsituationswhere
respondents self-select for participation in the
survey: self-selection bias can skew theresults
because those with strong opinions or higher

Table 3 Sample free ridership survey question matrix (For illustration purposes only)

Required financial help? Yes No No No No No No No No
Previous experience w ith technology ? - No No No Yes No Yes Yes Yes
Planned toinstall measure without program? - No No Yes No Yes Yes No Yes
Program influenced install decision? - Yes No Yes Yes No Yes No No
Free rider score 0.0 0.0 0.17 033 033 067 067 0.67 1.0

Source: Adapted from BC Hydro, Power Smart Partners Program Free Ridership Case Study

3 National Action Plan for Energy Effidency (2007). Model Energy Effidency Program Impact Evaluation Guide.

Preparedby StevenR. Schiller, Schiller Consulting Inc.

https://www .epa.gov/sites/productior/file s/2017-06/documents/evaluation_guide.pdf



87 Part 2: Conducting an BEvduation

degrees of knowledge about thesubject tend tobe
morewillingtotakethetimetoparticipateina

survey.

Atypicalself-reportingsurvey asksaseries of
questions and may present respondents with an
answer scale, rather than allowing for simple yes
or no responses. Asample set of survey questions
is provided below and Table 2: Sample free

ridershipsurwey question matrix illustratesan
example of how these types of questions can be

used in conjunction with amatrix to estimate free

ridership.

+ Did you require financial assistance in order to
go ahead with theinstall?

¢+ Did you have previous experience with the
energy efficient technology?

+ Had you already planned to install the measure
without theprogram/incentive?

¢+ Did the program/incentive influence your
decision toinstall the measure?

+ Would you have installed the same number of

measures without the program/incentive?

+ Would you have selected thesame level of
efficiency without the program/incentive?

Enhanced self-reporting surveys

Enhances self-reporting surveys areused to
improve the quality of information used to provide
NTGRs derived from self-reporting survey
methods. Multiple additional data sources and
techniques can be used to get at the rationale for
decisions toinstall energy efficiency measures or
to adopt conservation behaviours. Some of
these techniques include:

* In-person surveys - surveys conducted in person
can improve the quality of the survey results
because personal views and information can
assist in understanding the influences and
motivations that determine the role of CDM
programs in participant and non-participant
decision-making processes.

* Projectanalyses —theseanalyses consider
specific barriers toenergy efficient measure
installations and document participants’
rationale for proceeding with the measure or

Technical Guide 8: Net-to-Gross Adjustment Guidelines

project. For example, since most barriers to
energy efficiency arerelated to the costs of
installation, conducting a financial payback
analysis on a project may reveal the likelihood
that the customer would have proceeded with
the project in the absence of the program if the
project is shown tohave avery short payback
period. Feasibility studies, engineering reports,
and internal memos are examples of other
documentation that may provide insights into
whether a customer would have proceeded with

a project regardless of the program.

* Non-specific market data collection - this involves
collecting information from other programs to
estimate anappropriate NTGR or a
reasonable range toapply tothe program being
evaluated.

2. Econometric Methods

Econometric methods are mathematical models

thatusestatisticsand energy and demanddata
from participants and non-participants to derive

accurate net-to-gross ratios. Applying econometric
methodsarethemostcostly wayofestimating
net-to-gross factors and require large numbers of
participants and comparable non-participants to
make accurate estimates.

Any of the abovemethods can be combined
with participant and non-participant surveys to
estimate free ridership, spillover, and rebound
effects. When non-participants are included in the
NTGR, caremustbetakentoselecta group that
iscomparable tothe participant group.

3. Agreed on Net-to-Gross Ratios

In somejurisdictions, agreed on net-to-
gross ratios may be set by regulatory boards

or commissions to be used by Program
Administrators. Agreed on NTGRs canbe
used when thecost ofconductingmore
detailed analyses of program net-to-gross factors
is abarrier or when the accuracy of the results is
not paramount. Agreed on NTGRs are often
periodically updated based on reviews and
evaluations of net-to-gross factors.
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Adjusting Gross Savings Timing Of Consideration Of

to Estimate Net Savings NTG Factors
Thenetprogramsavingsarecalculatedina

similar manner as the gross program savings Net-to-gross factors should be examined
with the difference being the number of tracked during the evaluation planning stage (Step 7:
participants and/or measure isdiscounted (or Bvaluation Plan Dewelopment Guidelines).
increased) by NTG adjustment factors The evaluation should seek toidentify and to
determined through the program evaluations. clarify, through participant surveys and follow-
The net program savings are calculated as up activities, the net-to-gross factors and their
shown in Equation 1. relative magnitudes. Net-to-gross factors are

determined once, atthe time of the evaluation.

Equation 1

PSw =) (NTGR x Nix S)

where, Note that adjusted gross savings will vary

PSw = Netprogramsavings (R\h/Kw) according to the various types of measures
NTGR = Net-to-gross ratio (e.g., %) (i.e. prescriptive, quasi-prescriptive, and custom)
N = Number of tracked participants/measures installed andshould accountfor adjustment factors
S = Adjusted gross savings forthe i" participant/measure (i.e. realization rate, installation rates, etc.).

= Considerwhetherthe gross savings estimated should be adjusted bya NTGR

* Considerwhetherthere mightbe free ridership, spillover effects, or rebound effects

= If a net-to-gross ratio adjustmentis appropriate, consider the bestapproach for
determining the adjustment; for example, consider whetherto use an agreed-to ratio,

self-reporting or enhanced self-reporting surveys, or econometric methods.
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Generally, when studying the impactof a program itis not viable to study every single

program participant. Furthermore, with respectto a comparison group (or control group),
itis nearlyimpossible and mostoften not feasible to study the entire range of eligible non-
participants. Therefore, statistical sampling ofthe two populations (participants and non-

participants)is used to gauge program effectiveness.

To deal with such questions, the industry relies on
Questions to consider when drawing samples aresearch process known asasample design. This
from a population under study:

1. What if the sample population looks or behaves nothing like the

guideline provides a primer on this subject and
provides guidance for determining what design

larger population? Ifthe sample is not representative of the larger
population, then it is not possible tosay anything about the larger
populationby studyingthe smaller sample. Toensureaccurate
representation of a population that needs to take steps toavoid bias
inthe sample. Common biases found during sampling, particularly
for evaluations, include: self-selection bias, non-response bias, and
voluntary response bias. If researchers are aware of, or perceive that
there is, ahigh likelihood that such biases may impact results, steps
should be taken to mitigate such biases during the sample design
stage.

. Isit ever certain that the sanple population would achieve the
exact results as the population under study? Inthe very best case,
the sample only provides an estimate of program effect. There is
always a degree of uncertainty embedded in the estimate. Therefore,
shortof takingacensus, there mustbe arecognitionthatsome
degreeof uncertainty existsinanystatementof programeffect.

. What if the sanple population being studied is affected by
influences beyond the scope of the program offer? Statistically
significant effects may be observed even where aprogram has not
been implemented. For example, a commercial building or industrial
account may be shown tohave reduced energy consumption by
20%follow inganeconomic recession. These sameaccounts
may or may not be participants in a program designed to achieve
energy savings. The question becomes what portion of the 20%
is attributable to the program and what percent is associated with
the economic recession and other extemal factors. As such, it
isimportant torecognize that a correlation does not necessarily

indicate causation.

is best suited to serve the research objectives.
Consult with a statistics professional before to
implementing complex statistical analysis.

Defining the Study Population

When selecting asample, the first question that
must be asked is what is the population under
study? Toevaluate energy efficiency programs,
thefirststepistodecidewhether thesavings
estimateis to be assigned at the provincial,
regional or individual utility level.

Thisisimportantbecauseasmallrural
customerbase, for example,maybeprimarily
singlefamily homes, farms, and some small
commercial accounts. This population would
not be representative of the Greater Toronto
Area; nor is itlikely to resemble Ontario asa
whole. Therefore, itmaynotbeaccurateto
formulateaprovincial savings estimateby
studyingthe program participants from this
small rural customer base. Conversely,

it may not be accurate to project savings for this
small rural customer base from a broadly
scoped study used to establish a provincial
savings estimate. As such, itis essential to
describe the characteristics of the population
including, but not limited to, size and
variance.
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The Need for Strata

How the study population is defined will
determine what conclusions canbe drawn
from theevaluation. As aresult, itissometimes
necessary tostratify (sub-divide) the
population. Inthe example above, aprovincial
savings estimate is desired plus the means to
allocate savings to individual groups.
Therefore, itmay be practical to sub-divide
Ontario into strata by individual group or by
stratum of different groups withsimilar
characteristics.By dividingthe population
into distinct and independent strata,
researchers candraw inferences about the sub-
populations that otherwise would be lost in
amore broadly defined sample.

If the following conditions exist,

applying stratification is likely appropriate:

¢ Variability within the defined strata are
reduced

¢ Variability between the defined strata are
maximized and,

¢+ Variables used to stratify the population
are strongly correlated with the desired
dependent variable.

These three criteria may help show that the
group isnot the appropriate

differentiating stratum,anditcouldbe
somethingelse.

Technical Guide 9:Guideline forStatistical Sampling and Analysis

Advanced Stratification Options

To apply stratification, information about the
characteristics of the population is required.
Absent prior research, the researcher will have
difficulty in defining appropriate strata. If that
happens, theresearcher maylooktomore
advancedstatisticalmethodstodefinethe
appropriate strata.

The two most common advanced approaches
are over-sampling and post-stratification. With
over-sampling, the researcher intentionally
biases the sampling process to represent
a known about the population, such that
the resulting findings better represent the
study population; even when the population
itself cannot be appropriately sampled. For
example, if it is known that there is a high non-
response bias from a particular demographic
of participants,theresearchermaywantto
over-sample this population or sub-population
to ensure that the actual number of responses
received meets statistical requirements.In
addition toover-sampling, atechnique known
as post-stratification may be used to develop
estimates about sub-populations after the study
is complete and can be used if characteristics
about the sub-populations are unknown atthe
timethestudyisconducted. Anexampleof
this technique may be to simply over-sample

a population to develop a provincial savings
estimatefor a program that canlater be
stratified to yield savings estimates by
groups or strata, if desired.

Both over-sampling and post-stratification are
advanced research methods and are fraught
with potential pitfalls. If applied incorrectly,
these twotechniques could compromise
compliance with the Protocols. These
advanced techniques should be reserved for
specific situations and used only after careful
consideration ofother options.Inaddition,
use of the methods should be well documented
in the experimental approach of the Draft
Bvaluation Plan.
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Sample Selection

The most common probability sampling techniques used
With the population and sub-populations to study energy efficiency and conservation programs are:

defined, the researcher may turn his or her * Simple Random Sampling: This involves the random assignment of

attention to selecting samples representative of
the defined populations. These study populations
are often referred to as the sample frame.

The sample frame is simply the pool from which
asample will be drawn; ideally, this will be from
the entirestudy population. The worst-case
scenario for asample frame is touse a population
of convenience, such as individuals who have
participatedin an initiative, tocomplete a
questionnaire if they choose to (the reason using
suchapopulationisnotagoodidea,isbecause
those who complete the questionnaire typically
are people with strong opinions or higher degrees
of knowledge about thesubjectand therefore
are not necessarily representative of the entire
population participating in theinitiative). As
aresult it is important to use the appropriate
sampling technique to address such biases during
sample selection. Regardless of the sample
methodology chosen, it is important to always
keep in mind thata sample mustbe drawn to

represent the population under study.

Of course, there are many other sampling
techniques that could be employed in the study
of conservation and demand management
initiatives. The EM&V Protocols allow
researchers to draw from the wide array sampling
techniques available, however justification and
documentation should be provided with regards
to the sampling method employed.

members from the study population tothe study sample. This could
be done, for example, using acomputer torandomly assign 15% of

program participants to the study sample.

Systematic Sampling: This involves the systematic assignment

of members froman ordered study population toa sample; for
example, every 12th participant entering a program may be selected
for the study sample.

MatchedRandom Sampling: This involvesthe selection of
members fromthe population based onrelevant characteristics
and assigning them toagroup, then randomly selecting samples
fromwithin each group. For example, the researcher may decide
tocategorize participants byfacility size and selectarandom
sample from each group. This technique may beused toselecta
comparison group when studying a program. Alternatively, theuse
of amatched control group can be used tonormalize estimates

obtained for a study population.

Quota Sampling: This is when the researcher is asked to sample
afixed number of members that meet specific criteria and assign
them to a study sample; for example, aresearcher may be asked to
survey 400 middle-aged women and 300 middle-aged men. Quota
sampling relies onthe researcher’s judgement and convenience
insample selection. Because of this, quota sampling is a non-
proportional (biased) sampling technique.

Panel Sampling: This involves the longitudinal study of a previously
defined sample. For example, this approach may be employed to
infer how a population is likely toreact toan increase/decrease in

energy prices.
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A Situation Requiring
a Non-Probability Sample

If the goal is to study electricity use across
thewholeof Ontario,thebroadscopeof
such an effort would require thepopulation
tobestratified.By doingso,several sub-
populations could be identified based on
similar characteristics and each can be studied
independently of theother.

One such stratum could be industrial or
manufacturing facilities, for example. Since the
sub-population of industrial and manufacturing
customers is typically not a homogeneous
group, a non-probability samplemay be
employed for this stratum while using a random
probabilitysamplefor theremainingstrata.
Because of the inherent differences between
theenergy useof thevariousindustrialand
manufacturing customers, a random sampling
of this stratum could lead tounintended biases,
namely, theselection of unusually large or
abnormally small customerswhoseenergy
use are not representative of the stratum. In
this case, a subject matter expert or asector
specialist may be better able to define a
representative sample of the population. For
example, the sector specialist may be able
toisolate from the stratum some of the odd
accounts and systematically select asample
from the remaining customers that can
represent the group asa whole.

By allowingasector experttohelpwiththe
sample selection, amore accurate study of the
industrial and manufacturing sub-population
can be realized than would be achieved based
onasimplerandom sample. Non-probability
samples must be carefully considered to ensure
thatsampling bias is explicitly identified and
kept toa minimum.

Technical Guide 9:Guideline forStatistical Sampling and Analysis

Sizing the Study Sample

Some of the main advantages of samplingare:

+ sampling is less expensive than conducting a
census of the whole population;

¢ the data can be analyzed easier and there is
greater flexibility in the analytical methods
that canbeapplied;and

¢+ sampling can lead to greater sensitivity
for the study of populations and sub-
populations (asrequired).

However, researchers should also be aware that
the trade-off to studying asample asopposed
to the entire population can lead toerrors and
inferences being made about the population
that may not be completely accurate. Thus, it
is important for researchers to be comfortable
with the level of precision that their sampling
strategy can provide.

One consideration that must be addressed
when sampling any population or stratum
isthedegree of precision desired foran
estimate. Another factor is the confidence level
sought. An evaluation contractor may have a
requirement for thesavingsestimatetobex
5%ata95%levelofconfidence. Thatistosay
arepeated sampling of the population would
result in amean savings estimate that is within
5% of the true mean of the population 95 times
out of 100.

To determine the required size of thestudy
sample, the researcher must consider the
desiredlevelsof precisionalongwithsome
assumptions about the normal variance around
the population mean. Generally, the mean of the
population isnot known; otherwise astudy of
that population would notbe necessary. Where
themean of thepopulationisunknown, the
variance around that mean is also unknown.
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Therefore, anassumption often hastobe made
regarding the coefficient of variance, which
is the dispersion of a probability distribution.
Typically, the coefficient of variance is set at
0.5%, when other studies are not available
to inform the likely variancearound the
populationmeansought.Thesettingofthe
coefficient of variance at(0.5is often acceptable
because such a coefficient is indicative of

neither a weaknor strong dispersion.

Deciding on a Statistical Test

Statistical testingis generally used by
researchers todescribea given population,
make comparisons against a hypothetical value,
or establish predictions based on known values.
In this section we outline tests commonly used
tomakeinferences;however thissectionis
not intended tobe astep-by-step manual that
explains how toperform these calculations,
since most situations are unique in terms of
inputs and desired outcomes.

Asthereareseveraltypesofstatistical test
models that can be employed during an
experiment, researchers must takecare to
determine the most appropriate test to answer
their particular research question(s). Statistical
testselection canbequiteasimpleexercise
or highly complex depending on the nature

of the study. Because one or more tests may

be suitable, to address aresearch question

we recommend that one consult astatistics

professional before finalizing the required test.
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To determine the most suitabletest, the
researcher must first determine the distribution
of the population. Populations with a normal
(Gaussian)distribution, or closetoanormal
distribution, willbemoresuitabletocertain
tests whileunique techniques may make it
harder totest populationswithanon-normal
distribution. In this guideline we focus on those
tests that are suitable for normally distributed
populations;howeveritisimportanttonote
that if the population being studied is not
normally distributed, thereare alternative
testingmethods thatshouldbeemployed.
Common examples of where a population may
not be normally distributed include purchasers
of luxury items and early adopters of new
technologies.

Researchers are to determine if they anticipate
one possible outcome or two possible outcomes
fromthetestbeingperformed.As well,the
researcher must also determine the purpose for
the outcome of thetest.
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Below isamatrix of commonly used statistical Researchers should carefully document in the
tests for normally distributed populations. Keep Draft Evaluation Plan the rationale behind
in mind that the items included are only some the chosen test method and should outline all
of the tests, researchers may wish to use other calculation methodologies applied.

test models.

Table 40 Common Statistical Tests for Normally Distributed Populations

Possible Qutcomes

Goal One (Measurement) Tw o (Binomial)

Describe a group Mean and Standard Deviation Proportion
Compare a groupto a hypotheticalvalue  One-sample t-test Chi-square Testor Binomial Test
Compare tw o unpaired groups Unpaired t-test Fisher’s Test or Chi-square Test
Compare tw o paired groups Paired t-test McNemar's Test
Compare three or more unmatched groups One-w ay Analysis of Variance Chi-square Test
Compare three or more matched groups Repeated Measure Analysis of Variance Cochrane Q
Quantify association betw een two variables Pearson Correlations Contingency Coefficients
Predict value from another Sz Weer Fsguescion o Simple Logistic Regression
measured variable Nonlinear Regression
Pred.ict ve?lue fror_n several measured Mult?ple Linegr Regression o DI TonEHEIReqeasion
or binomial variables Multiple Nonlinear Regression

< Define the study population

= Determine whetherthereis a need for stratification of the population chosen

e Decide onthe sampling technique thatwill be used

* Decideonthe sample size

= Decide whetherto apply a statistical test

* Ensurethereportincludes information relating to the test method chosen as well as the

rationale for choosing thattest
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Technical Guide 10: Behaviour-Based EvaluationProtocols

Technical Guide 10: Behaviour-Based Evaluation Protocols

This documentsets forth the basic protocols thatare to be used in evaluating behavioral

programs. Chapters 1 - 3 introduce the protocols, describe the philosophybehind their

developmentand outline the types of programs thatare governed by the protocols

that are to be applied. Chapter 4 discusses the protocols thatare to be used for cost

benefitanalysis, process evaluations and marketeffects studies. Chapter5 introduces

the basicresearch designsthatare appropriate for assessing the impacts of behavioral

interventions. Chapters 6 through 9, provide protocols for designing impactevaluations

for Training/Capacity Building programs, Information Feedback programs and Public

Information Programs. Finally, Chapter 10 provides protocols for analyzing data from

experiments and other research designed to assess the impacts of behavioral programs.

When to Use this Guide:

Behaviour-Based Evaluation Protocols should
be employed when assessing the impact of
behavioural programs on energy consumption.
The following are examples of programs
intended to alter behavior to achieve energy
savings include:

¢+ providing normative comparisons in which
consumers are provided with comparisons
of their household energy consumption with
that of other purportedly similar households

+ providing feedback technologies thatallow
consumers to observe their energy use at
websites or from devices installed in their
homes

+ providing home automation technologies

toconsumers thathelp them consume less
energy

providing time varyingrates that help
consumers lower their energy consumption
toreducedemandontheelectricsystem
while saving money on their bills

providing financing for energy efficiency
investments designed to encourage
consumers to purchase more energy efficient
equipment

providing training to various market actors
to enhance the likelihood that they properly
sizeandinstallenergy usingequipment
providing training tobuilding industry
professionals to assist them in designing and
building energy efficient buildings
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How to Use

These protocolsareintended tobeusedby
evaluators and policy makers toplan and carry
out evaluations of behavioural programs. They
describebest practices for evaluating such
programs as well as the minimum
information that must be reported regarding
the selection of research methods and results.
Four basic types ofevaluationsmaybe
requiredinassessing

the performance of behavioral intervention
programs. They include:

* Impact evaluations - assessment of the impacts
of capacitybuildingprogramsonenergy
consumption;

* Market effects evaluations —assessments of
the impacts of capacity building programs
on various aspects of the market including
changesin salesand pricesof energy
efficiency measures, prevalence of behaviors
and opinions that influence energy
consumption and actions that may be taken
by market actors inresponse tothe program;

¢ Cost effectiveness evaluations —assessments of
the extent to which cost savings resulting
from the program exceed the costs of

delivering the program; and

* Process evaluations — assessments of the
extent to which the process used to deliver
the program was efficient and effective in
accomplishingitsintended purpose.

Protocols for Evaluating
Behavioral Programs

Technical Guide 10: Behaviour-Based EvaluationProtocols

BEHAVIOUR-BASED
EVALUATION

PROTOCOLS
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Glossary of General Program Evaluation Terminology

The definitions in this glossaryare adapted from federal, provincial, and academic

sources, manyof which are listed in the bibliographyat the end of this appendix.

Accuracy

The correspondence between the measurements
madeon anindicator and theactual valueof
theindicator atthetimeof measurement.

Activities

A term used generically in logic modeling to
describe theaction steps necessary toproduce
program outputs.

Administrative Agency

An organization tasked with administering
electric generation, transmission, distribution,
reliability, and conservation programs within
the Province of Ontario, such asthe OPG,
IESO, etc.

Bias

The extent to which a measurement,
sampling, or analytical method systematically
underestimates or overestimates a value.

“CDM” Conservation and Demand Management
Outside of Ontario CDM is often referred to
asDemand-Side Management (DSM) and so
CDM and DSM are often used interchangeably.

Comparison Group

Agroup ofindividuals ororganizations that
have not had the opportunity toreceive

program benefits and that have been selected

because their characteristics match those of
another group of individuals or organizations
that havehad the opportunity toreceive
program benefits. The characteristics used to
match the two groups should be associated

with the action or behaviour that the program
is trying to promote. In evaluation practice, a
comparison group is often used when random
selection of recipients of the program benefit
and a control group is not feasible.

Control Group

A randomly selected group of individuals or
organizations that have not had the opportunity
to receive program benefits. A control group
is measured todetermine the extent towhich
itsmembers have taken actions promoted by
the program. These measurements are used
toestimate the degree towhich the promoted
actions would have been taken if the program
did not exist.

Cost-Benefit

Comparison of a program’s outputs or outcomes
with the costs. Benefit-cost is an alternate.
The comparison of a cost toa benefit is often
expressed as aratio.

Cost-Effectiveness
Comparison of a program’s benefits with the
resources expended to produce them.
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Cost-Effectiveness Evaluation

Analysis that assesses the cost of meeting a
single output, objective, or goal. This analysis
can be used to identify the least costly
alternativetomeet that output, objective,
or goal. Cost-benefit analysisis aimed at
identifying and comparing all relevant costs and
benefits. The analysis is usually expressed in
dollar terms. The two terms (cost effectiveness
and cost benefit) are often interchanged in
evaluation discussions.

Deemed Savings

An estimate of an energy savings or energy-
demand savings outcome (gross savings) for a
single unit of an installed energy-efficiency or
renewable-energy measurethat:

(1) has been developed from data sources and
analytical methods that are widely considered
acceptable for the measure and purpose, and
(2) will be applied tosituations other than that
for which it was developed.

That is, the unit savings estimate is “deemed” to
be acceptable for other applications. Deemed
savings estimates aremore often used in
program planningthaninevaluation. They
shouldnotbeused for evaluation purposes
whenaprogram-specificevaluation canbe
performed. When adeemed savings estimate
isused,itisimportanttoknow whetherits
baseline isan energy-efficiency code or open-
market practice. Besides the [ESO's Measures
and Assumptions Lists (Technical Guide 1:
Using Measures and Assumptions Lists), an
extensive database of deemed savings isalso
available in California’s Database for Energy
Efficiency Resources (DEER). Note that the
deemed savingsin DEER are tailored to
California and should notbe used for Ontario
initiatives without thought or review. If there
are measures on deemed savings lists from
other jurisdictions that are not on the official
Lists in Technical Guide 1: Using Measures
and Assumptions Lists,pleaserequestthat
they beanalysed and added.

Defensibility

The ability of evaluation results tostand up to
scientific criticism. Defensibility is based on
the assessment by experts of the evaluation’s
validity, reliability,and accuracy.Seealso
Strength.

Evaluation, Measurement & Verification (EM&V)
The undertaking of studies and activities
aimed atassessing and reporting the effects
of anenergy efficiency program onits
participants and/or the market environment.
Effectiveness

is measured though energy efficiency and cost
effectiveness.

Evaluation Administrator

The person responsible for developing an
EM&V planforaparticularprogramor
portfolio. This person is also the point-of-

contact for EM&V contract management.

This person is sometimes referred toasan
Evaluation Manager.

Energy Conservation Measures (ECM)

An activity or set of activities designed to
increase the energy efficiency of a facility,
system or piece of equipment. ECM may also
conserve energy without changing efficiency.
An ECM may be applied as a retrofit to an
existing system of facility, or as amodification
toadesign before construction ofanew system
or facility.

Evaluation Contractor

The individual(s) or firm(s) selected to
implement the EM&V plan developed by the
Evaluation Administrator. The Evaluation
Contractor couldalsobereferredtoasthe
“Independent, Third-Party Evaluator” or the
“Evaluator.

Ex ante load impact estimate
Aloadimpactestimaterepresentingasetof
conditions or group of customers, or both, that
differ from historical conditions (from the Latin
word for “beforehand”).
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Ex post load impact estimate
Aloadimpactestimaterepresentingaset of
conditions that actually occurred on a specific
date or over some period of time for the
customers that were enrolled in the program
andcalledonthatdateor over that period of
time (from the Latin word for ‘something done
afterwards’).

Free driver (free drivership)
A non-participant who has adopted a particular
efficiency measure or practice as aresult of the

evaluated program.

Free rider

A program participant whowould have
implemented the program measure or practice
in the absence of the program. Free riders can

betotal, partial, or deferred.

8760s
Full year hourly consumption loads.

Impact Evaluation

The application of scientific research methods
toestimate how much of the observed results,
intended or not, are caused by program

activitiesandhow muchmighthavebeen

observed in the absence of the program. This
form of evaluation is employed when external
factors are known to influence the program’s

outcomesinorder toisolatetheprogram’s
contribution toachievement ofits objectives.

Indicator
Anindicatoristheobservableevidenceof
accomplishments, changes made, or progress
achieved.Anindicatorisalsoaparticular
characteristicused tomeasureoutputs

or outcomes; a performance quantifiable
expression used toobserve and track the status
of a process.

Interactive Effects
Energy effects created by energy conservation
measure but not measured within the

measurement boundary.

Logic Model

A plausibleand sensible diagram of the
sequence of causes (resources, activities, and
outputs) that produce the effects (outcomes)
sought by a program.

Market Effects

Achangeinthestructureor functioningofa
marketor thebehaviourofparticipantsina
market thatresults from one or more program
efforts. Typically theresultant market or
behaviour change leads to anincrease in the
adoption of energy-efficient or renewable-
energy products,services,or practices.
Examples include anincrease in the proportion
of energy-efficient models displayed in an
appliance store, the creation of aleak inspection
and repair serviceby acompressed-air-
system vendor, anincrease in the proportion

of commercial new-construction building
specifications thatrequire efficient lighting.

Market Study Evaluation

A study that characterize energy markets,
assess spatial and temporal changes in market
structure and function thatresult from program
interventionsand otherexternalinfluences
(i.e., such ascodes and standards, fuel price
volatility, and environmental concerns).

Measurement
A procedure for assigning anumber toan

observed object or event.

Measures and Assumptions Lists

The IESO-approved electricity-sector “deemed
savings” lists is tobe used for program
planning and forecasting purposes. One
major goal of EM&V program evaluations is
to confirm or update these assumptions.

Technical Guide 1: Using Measures and
Assumptions Lists.
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Normalized Savings

Savings calculated based on adjustments.
The baseline energy use isadjusted toreflect
“normal” operating conditions. The reporting
period energy useis adjusted toreflect what
wouldhaveoccurredif the facility had
beenequipped andoperatedasitwasinthe
baseline period under the same “normal” set of
conditions. These normal conditions may be a
long term average, or those of any other chosen
period of time, other than the reporting period.

Cutcome

Aterm used generically with logic modeling to
describetheeffectsthattheprogramseeksto
produce. Itincludes the secondary effects that

result from the actions of those the program has

succeeded in influencing.

Cutcome Evaluation

Measurement of the extent to which a program
achievesitsoutcome-oriented objectives.
Outcome evaluations measure outputs and
outcomes (including unintended effects) to
judge program effectiveness and may also assess
program process to understand how outcomes

are produced.

Output

A term used generically with logic modeling to
describe all of the products, goods, and services
offered toa program’s direct customers.

Peak demand

IESO defines peak demand as follows:
Table 1.0

IESO EM&V Standard Definition of Peak

for Calculating Demand Savings

Based on analysis of Ontario System Hourly Load data
from 2003-2010, the defined summer and winter peak

blocks for the Interim Framework (2019-2020) are as
follow s:

Average Load Reduction over Entire Block of Hours

June
SUMMER .
(Weekdays) 1pm - 7pm July
August
January
WINTER
(Weekdays) 6pm - 8pm February
December

*Day light Savings Time-Adjusted

Persistence of savings

A critical element for many stakeholders is
whether energy savings from the ECM and/
or behavioral change continue over time. Itis
important to determine the value of the energy
and demand savings beyond the initial program
year. There are atleast two different situations
for which evaluators may assess persistence of
savings

Prescriptive measures

A prescriptive measure uses defined or fixed
input assumptions embedded into the energy
and demand savings equations. These input
assumptions can include default efficiencies
for atype of equipment specified or annual
operating hours for the typeof building
selected.

Probability Sampling

A method for drawinga samplefrom a
population such that all possible samples have
aknown and specified probability of being
drawn.
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Process Evaluation (or Assessment)

of the extent to which a program is operating
as itsimplementation intended. Process
evaluations assess program activities’
conformance to statutory and regulatory
requirements, toprogramdesign, and

to professional standards or customer
expectations.

Program Administrator

The persons or organizations responsible for the
design, development, and implementation of
anenergy efficiency, conservation, or demand
response initiative. A Program Administrator
may also be referred toasa”Program Manager”
ora“ProgramImplementer.” AnLDCmay
also be a Program Administrator. Outside of
anEM&V contexttheremay bedistinctions
between Program Administrators and external
Program Managers or other subtleties thatare
ignoredintheEM&V context.In theEM&V
context a Program Administrator is someone
(or an entity) other than the Evaluation-related
staff or entities.

Program Evaluation

Program evaluations areindependent
systematic studies conducted periodically on
an ad hoc basis to assess how well a program
is workingand whether the program it is
achieving its intended objectives. Program
Evaluations are conducted by experts external
to the program staff.

Program Logic Model

A diagram showing acausal chain with links
that go from resource expenditure tolong-term
outcomes for aprogram.

Program Manager
The individual/group responsible for
implementing a program

Qualitative Data

Information expressed in the form of words.

Quantitative Data

Information expressed intheform of numbers.
Measurement gives aprocedure for assigning
numberstoobservations.See Measurement.

Quasi-prescriptive Measure

A quasi-prescriptivemeasurehas varying
resource savings estimates according to the
technology or typeof equipment and the
context in which they are used. Itcontains key,
measure-specific inputs to estimate energy
and peak demand savings for each program
participant. It provides a methodology that
allows estimating resource savings for various
scenarios rather than relying on a fixed savings
value for all scenarios. A quasi-prescriptive
approach will allow different parameters or
variables to be assumed to estimate different
levels of resource savings for different retrofits
in different business segments

Random Assignment
Amethod for assigning subjects toone or more
groups by chance.

Rebound Effect

A change in energy-using behaviour that yields
anincreasedlevelof serviceandoccursasa
resultoftakinganenergy efficiency action.

Regulatory Authority

Theentity withthemandatetooverseethe
actions of local distribution companies and
administrative agencies; in Ontario this could
be the Ontario Energy Board (OEB), the
Environmental Commissioner of Ontario
(ECO), or theMinistry of Energy,
Northern Development and Mines
(MENDM), or any combination of the
three.

Reliability

The quality ofameasurement processthat
would produce similar results on: (1) repeated
observations of the same condition or event; or
(2) multiple observations of the same condition
or event by different observers.
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Representative Sample

A samplethathas approximately thesame
distribution of characteristics as the population
from which it was drawn.

Simple Random Sample

A method for drawinga samplefrom a
population such thatall samples of agiven size
haveequal probability ofbeingdrawn.

Spillover

Reductions in energy consumption and/or
demand caused by the presence of the energy
efficiency program, beyond the program-related
gross savings of the participants. There can be
participant and/or non-participant spillover.

Strength

A term used to describe the overall defensibility
of the evaluation asassessed by use of scientific
practice, asking appropriate evaluation
questions, documenting assumptions, making
accuratemeasurements, and ruling out
competing evidence of causation.

Structured Interview

Aninterview in which the questions

to be asked, their sequence, and the

detailed information to be gathered are all
predetermined. Structured Interviews are
used where maximum consistency across
interviews and interviewees is needed. Whereas
unstructured interview isaninterview used to
elicit information in complex situations where
questions can be changed or adapted to meet
the interviewee’s responses. Unlike structured
interviews, it does not offer a limited, pre-set
range of answers for aninterviewee to choose,
hence, thelackofconsistency andreliability .

Verified Savings

The net evaluated energy and demand savings
of a program. Verified Savings are used as the
base for the allocation of savings to targets or
for official reporting purposes.
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1 Potowols for Evaluating Behavioral  Programs

1. Introduction

The protocols set forth in this document describe the basic approaches thatthe
Independent  Electricity ~ System  Operator ~ (IESO)  considers  acceptable  for
assessing the impacts of behavioral programs on energy consumption.

Over the past 10 years, a variety of efforts have been undertaken to encourage energy conservation by
changing the behavior of various market actors including service providers and consumers. Examples of
programs intended to alter behavior to achieve energy savings include providing;:

* normativecomparisons in which consumers are provided with comparisons of their household energy
consumption with that of other purportedly similar households;

+ feedback technologies that allow consumers to observetheir energy use at websites or from devices installed
in their homes;

¢+ home automation technologies to consumers that help them consume less energy;

¢+ time varying rates that help consumers lower their energy consumption to reduce demand on the electric
system whilesaving money on their bills;

¢ financing for energy efficiency investments designed to encourage consumers to purchase more
energy efficient equipment;

¢ training to various market actors to enhance the likelihood that they properly size and install energy
using equipment;

¢+ trainingtobuilding industry professionals to assist them in designing and building energy efficient buildings; and

¢+ technical support to large organizations to assist them in identifying energy efficiency investment
opportunities, designing and evaluating solutions and implementing them .

Following a recent discussion of evaluation measurement and verification for behavioral programs we

define behavioral programs as those that seek to change energy use related behavior in an effort to
achieve energy or demand savings.' These programs typically involve education, information feedback,
training, awareness buildingor public appeals.

1 Amnika Todd, Elizabeth Stuart, Charles Goldman and Steven Schiller “Evaluation, Measurement and Verification (EM&V)
ofResidential Behavior Based Energy Efficiency Programs:Issuesand Recommendations (2012(DOE/EE 0734
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Four basictypes of evaluations may be required in assessingthe performance of behavioral intervention
programs. They include:

* Impact evaluations — assessment of theimpacts of the program on energy consumption;

* Market effects evaluations — assessments of the impacts of programs on various aspects of the market
including changes in sales and prices of energy efficiency measures, prevalence of behaviors and
opinions that influence energy consumption and actions that may betaken by market actorsin
response to the program;

¢+ Cost effectiveness evaluations - assessments of the extent to which cost savings resulting from programs
exceed the costs of delivering them; and

* Process evaluations — assessments of the extent to which the process used to deliver programs areefficient and
effective.

Behavioral intervention programs are designed to change the behmwior of market actors and thereby to
cause changes in energy consumption. As such the evaluation of these programs poses special evaluation
research design problems. In particular:

¢+ Determining that a given intervention has caused a change in behavior requires the
implementation of carefully designed research usually requiring experimental or quasi-experimental
research techniques;

+ The observation of change in behavior requires careful empirical measurements using surveys and other
datathat may be expensive to obtain;

¢+ The impacts of behavior change sometimes take time to materialize (i.e., it may take longer for some parties
to adopt behaviors than others);

¢ Efforts to change behavior do not always succeed with all parties subjected to behavioral
interventions (i.e.,, some parties reject information or training);

¢+ Improvementsin practices adopted by some market actors as a result of trainingmay cause other similar
actorsin the market toadopt those practices (i.e., spillover effects are possible);

¢+ Behavior changes may have variable persistence;and

¢+ Behavior changes can cause indirect changes in measure adoption rates for energy efficiency
measures supported by other funding steams thereby necessitating an assessment of the attribution
of the effects to the different programs that might be affected (i.e.,, design changes resulting from training
of architects and engineers may alter the adoptionrate of energy efficient appliances for which
rebates are paid).

The abovespecial considerations require the development new protocols for measuring the impacts of training
and segment support on behavior and energy consumption.
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1.1 The Purpose of the Behavior Protocols

These protocols are intended by to used by evaluators and program design and implementation staff to
plan and carry out evaluations of behavioral programs. They describe best practices for evaluating such
programs as well as the minimal information that must be reported regarding the selection of research
methods and results. These protocols comprise a new component of the IESO EM&V Protocols and

Requirements explicitly designed to meet therequirements for evaluatingbehavioral programs.

1.2 Underlying Philosophy of the Protocols

Guidance is provided concerning how best to meet the above described objectives in this document in the
form of protocols. Mirlam-Webster's Online Dictionary defines a protocol as: “a detailed plan of a
scientific or medical experiment, treatment, or procedure.” It is possible to specify protocols in three
ways.

First, it is possible to prescribe the approaches that must be employed to evaluate programs. For example,
California’s Energy Efficiency (EE) protocols identify the specific methods that must be applied when
estimating savings for EE programs in California. These are what are called prescriptive protocols because they
require specific estimation procedures to be used in calculating impacts. A second type of protocol
specifies the output that must be reported leaving decisions concerning research methods to be made by
the researchers who are responsible for producing the required output. A third type of protocol primarily
provides guidance concerning best practices and recommended approaches to research design and
analysis, tailored to a particular subject matter area; for example, conservation and demand management
(CDM) evaluation or outage cost estimation.

The protocols presented herein combine elements of all three types of protocols. They are intended to
define the appropriate minimal requirements for carrying out valid evaluations of behavioral intervention
programs while allowing researchers the leeway to design effective methods for achieving this goal.

In the discussion that follows, we focus most of our attention on research requirements for carrying out
valid impact evaluations. By impact evaluations we mean evaluations intended to assess the changes in
behavior and energy consumption that result from behavioral programs. Wedo so for the following
reasons:

¢+ Results of impact evaluations are crucial for determining whether the behavioral intervention programs are
having the intended effects on behavior and energy consumption. This information is critically
important for program planningand future decisions about program resource allocation.

¢+ Research methods required to estimate the impacts of program interventions on behavior are very different
from those that have been relied upon to quantify the effects of conventional energy efficiency
programs. The paradigm for quantifying the impacts of behavior on energy consumption is based on
observing the changes in behavior and energy consumption that occur when a behavioral interventions
are provided; not on the reduction in energy consumption (adjusted for free ridership and spill over)
arising from substitution of more efficient end use equipment for less efficient equipment. Protocols
that have been adopted for studying the impacts of conventional energy efficiency programs simply
are not appropriate for assessing the impacts of changes that arise from behavioral interventions. So,
substantial effort must be dedicated to explainingand justifyingthosemethods.
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¢+ When itis possible toestimate energy savings arising from behavioral interventions, the methods and pro-
cedures used to estimate program cost effectiveness are the same asthose for conventional energy efficiency
programs. In other words, what is different about estimating the cost effectiveness of behavioral programs is

the way thatenergy savings from behavioral programs are estimated, not the manner in which cost benefit
ratios areapplied.

¢+ Likewise, themethods and procedures used to carry out process evaluations and market effects studies are

the same for behavioral programs asthey are for conventional energy efficiency programs (or all other social
programs for that matter).

There are “right ways” of assessing the impacts of behavioral programs on energy consumption and behaviors;
and these methods and the reasons why they should be used are detailed in this document. As will be explained
in detail below, these “right ways” often involve experiments designed to conclusively determine the extent of
change energy consumption or behaviors as a result of exposure to the program.

However, we recognize there are sometimes intervening circumstances thatmake itimpossible to achieve the
ideal experimental design. Itwill be necessary to make decisions in the design process that give up some of the
certainty about the outcome of interest in order to take account of practical considerations. The protocols are

intended to provide guidance toresearch designers asthey make these decisions. They call for both careful con-
sideration of decisions that reduce the internal and external validity of experiments designed to assess program
effects and careful documentation and explanation of the consequences of doing so at the reporting stage.

1.3 Description of Contents

This document sets forth the basic protocols that are to be used in evaluating behavioral programs imple-
mented in Ontario. Chapters 1 - 3 introduce the protocols, describe the types of behavioral programs to
which the protocols should be applied and discuss they types of evaluations that can be carried out for
such programs. Chapter 4 discusses appropriate research designs for studying the impacts of the types of
behavioral programs that are being carried out. Chapter 5 describes the protocols to be used in
evaluating training and capacity building programs. Chapter 6 describes the protocols for evaluating the
effects of feedback programs; and Chapter 7 describes the protocols that should be applied to evaluating
the effects of education and information campaigns. Chapter 8 provides examples of the application
of the protocols to three existing programs.
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2. Types of Behavioral Programs

As conservation and demand management programs have emerged over the

decades since the 1970s adistinction has developed between what are normally

thought ofas energy efficiency programs and conservation programs.

Energy efficiency programs are utility or third party
sponsored policy initiatives designed to increase the
market penetration of energy efficient equipment.
They are programs that are designed to save energy
by causingcustomerstouseit moreefficiently to
provide thesame level of comfort and convenience
thatwouldhavebeensuppliedbylessefficient
equipment. Examples of energy efficiency programs
are lighting, refrigerator and air conditioner rebate

programs in most markets.

Conservation programs, on the other hand are
designed tocausepartiestoactinwaysthatsave

energy by reducingdemand forit(e.g., properly

installing equipment, investing in more energy effi-

cient alternatives, setting thermostats lower in winter
and higher in summer, turning off unneeded lights,

loading laundry and dish washing machines to full

capacity, replacing machine drying clothes with line
drying, etc.).

For reasons that are unimportant to understand-
ing the definition of behavioral programs that will
beemployed intheseprotocols,therehasbeena
tendency for program planners and evaluators to
think of energy efficiency programs and impacts as
initiatives that are principally concerned with the
effects of equipment on energy consumption; and to
think of conservation programs asinitiatives thatare
principally concerned with the effects of behavior
or habits on energy consumption. Itfollows from
such reasoning thatsavings from energy efficiency

programs are deemed to arise principally from the
difference in energy consumption for alower level
of energy efficiency with equipment that has higher
efficiency. While savings from conservation pro-
grams are deemed toarise principally from chang-
ing behavior sothat there is less demand for energy.

Whatever advantage the foregoing reasoning might
havehadintheprecedingdecades,itshouldbe
obviousthatthisdefinition oftheproblemhas
outlived its useful purpose. Today, most third party
and utility sponsored programs contain important
behavioral components; and in most senses can be
considered tobebehavioral programs.

To reflect the increasing importance of behavior
change in achieving energy savings, for purposes

of these protocols, we expand on the definition of
behavior based energy efficiency programs adopted
in the recent SeeAction report’. The definition of
behavior based energy efficiency programs advocated
in thatreportwas:

“Behavior based energy efficiency programs are those that
utilize strategies intended to affectconsumer energy use
behaviors in order toachieve energy or peak demand sav-
ings. Programs typically include outreach, education com-
petition, rewards benchmarking and feedback elements.

Such programs may result in changes to consumers’
habitual behaviors (e.g., turning off lights) or one time
behaviors (e.g., changing thermostat settings). In addition,
these programs may target purchasing behavior (e.g.,
purchase of energy efficient products or services) often

used in combination w ith other programs)...”

2 Opcitl
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In our view, the above definition is too limited.
In additiontoconsumersthescopeofthetarget
markets for behavioral programs should toinclude
operators, installers, lenders and other market actors
sothat therevised definition is:

Behavior based energy efficiency programs are those
that utilize strategies intended to affect energy use
behaviors by consumers, operators, installers, lenders
and other market actors in order toachieveenergy
or peak demand savings. Programs typically include
outreach, education competition, rewards bench-

marking and feedback elements

Such programs may result in changes to habitual
behaviors (e.g., turning off lights) or one time
behaviors (e.g., changing thermostat settings). In
addition, these programs may target purchasing
behavior (e.g., purchase of energy efficient products
or services) often used in combination with other
programs)as well as other behaviors related to the
selection, installation and operation of building
systems.

While thereare a number of different kinds of
behavioral programs, there isanimmediate need to
develop protocols for three basic types of behavioral
programs. These typesinclude:

¢+ Training/Capability BuildingPrograms;
¢+ Information Feedback Programs;and

¢+ Education/Awareness Campaigns;

These programs differ fairly dramatically in terms of
the behavioral outcomes of interest and the mecha-
nismsthatwillbeusedtostimulateimpacts. Asa
result, the details of the measurements thatmust be
taken to assess impacts and approaches to experi-
mental design may differ somewhat from program
type to program type. In the following sections, the
different types of behavioral programs are discussed
in detail along with current examples of such pro-
grams in theutility industry.

2.Types of Behavioral Programs

2.1 Training/Capability Building Programs

Training and capability building programs are de-
signed tocause energy savings by providing training
toinstallers and building operators by ensuring that
systems for which they have responsibility are prop-
erly installed and operated. These kinds of programs
have been in existence for literally decades in most
localities thathave established serious public efforts
to enhance building energy efficiency. Asamatter
of fact, they were some of the first efforts that most
utilities undertook to encourage efficient energy
use in buildings.
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Whileitisself-evident that trainingkey market

participants should lead toimprovements in the op-
erating efficiency of critical building systems, there
is a surprising lack of empirical evidence supporting
the proposition that such training encourages the
installation of more efficient equipment or causes
buildings to be operated more efficiently. Outcome

measures of interest for training/capacity building

programs include:

¢+ Subscription rates to training courses (i.e, how
many students are enrolled in training courses);

¢+ Results of standardized tests used toassess the
ability of students to recall the material covered
in the courses;

¢+ Passorcertificationrates for studentstaking
courses; and

¢+ Observedoftheenergy efficiency of systems

installed or operated by students before and after
they weretrained.

2.2 Information Feedback Programs

Feedbackisanimportantelementinanyeffortto
control human behavior. As the old management
saying goes, one cannot manage what one cannot
measure. Correspondingly, feedback based energy
saving programs have been under development in
the utility industry for decades. Early examples of
feedback programs include monthly volumetric
electric bills; and reports tocustomers attempting to
characterize the sources of their energy use and rec-
ommend actions to lower their bills (e.g., Xencap).
While the above feedback mechanisms have been in
the market for many years, more recently, attention
has been focused on the following evolving feedback
strategies:

v Periodic printedreports based on normative
comparisons —periodic (monthly, semi-monthly
or quarterly) reports to customers comparing
their energy use and costs with that of customers
who are reputed tobe neighbors or to be similar
to the target customer.

2.Types of Behavioral Programs

¢ Periodic Bill Alerts —weekly messages by email,
SMS and IVR informing customers of their
usage up toagiven date possibly in relation
toa pre-established usage goal

¢+ Triggered Bill Alerts —messages toconsumers by
email, SMS and IVR informing consumers that
their usage is abnormally high or will exceed
some designated value that they have identified

in advance.

¢ Web based feedback — providing information about
customer usage and tips on theweb.

¢ In Home Displays - devices thatcommunicate with
advanced meters through Zigbee, Wi-Fi or inter-
net and display electricity and/or gas consump-
tion in various formats in near real time.

* Home Area Networks —devices thatallow customers
to control thermostats, lights and motor loads in
their homes and businesses using internet and
smart phone apps.

' Optimizing thermostats —similar tohome area
networks except thatthey are designed to analyze
customer demands for heat and cooling based
on response to thermostat setting changes and
discover and schedule the optimal operating
schedule based on occupancy and observed

temperature preferences.

All of the above feedback mechanisms are being
tested in utilities throughout the world using more
or less robust evaluation practices. Some have been
shown by replication toreliably and significantly
alter customer energy consumption.
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2.3 Education/Awareness Programs

Education and awareness programs have been a
central part of efforts to encourage energy
conservation and the efficient use of energy for
decades. These programs vary in size and scope
from societal level efforts like the Energy Star
Change a Light, Change the World Campaign
program in the US (sponsored by the US
Environmental Protection Agency) to smaller
scale efforts by local and regional governments,
local distribution companies and service
organizations focused on specific market
segments (i.e., schools, municipal governments,
business organizations, etc). These
education/awareness programs have in common
the fact that they typically involve a highly
structured approach to developing and
transmitting specific messages to specific target
populations using well developed communications
strategies. They usually involve:
¢+ Planning —includingdefining thegoalsand
objectives of the education/awareness effort,
assessing resource requirements, obtaining
resources and cooperation from organizational
leadership,assemblingaprojectteam,etc.
+ Careful design and implementationof an
information campaignincluding:
¢ identification of specific opinions,
perceptions and behaviors thatare tobe
affected by the campaign;

¢ formulation of specific messages that are
tobetransmitted usingsurveysfocus
groups and other measures to evaluate
message content intended to change
behavior;

¢+ identification of channels tobeused to
transmit messages;

¢ determination of actions needed tobring

about theinformation campaign;and

* management of the campaign.

2.Types of Behavioral Programs

Evaluation of results including estimation of changes
in behavior by comparing survey responses from

the target population before and after exposure to
the information campaign and change in energy use
when possible

Outcome measures for education/awareness
programs normally include observed changes in
reported behaviors, opinions, perceptions and
knowledge regarding the issues that are the
targets of the campaigns. However, in some
circumstances it may be possible and desirable to
directly measure changes in energy consumption
arising from education/awareness campaigns. This
can occur, for example for programs targeted at
changing the energy use of organizations using
information campaigns.
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3. Types of Evaluations

In evaluating behavior intervention programs four types

of evaluations may be undertaken including:

* Impact evaluations,

e Market effects evaluations,

e Process evaluations, and

e Cost effectiveness evaluations.

The methods and procedures required toassess the
impacts of behavioral interventions on behavior
and energy consumption are quite different from
those ordinarily used in evaluating energy efficiency
programs. The objective ofbehavioral intervention
programsistoalter behaviorandthereby toalter
energy use. The impact of the programs is two
pronged behavior changeimpactresultingin
energy savings impact. Both of these aspects of
behavioral intervention programs should be thought
of as program impacts; and they should be directly
measured. The protocols outlined in chapters 5-7
of this document outline the protocols that are
tobe used in assessing the impacts of behavioral
programs.

Although behavior has been classified within the
market effects paradigm historically, very little
else from the market effects paradigm is useful in
evaluating behavioral programs and the cost of true
market effects evaluations makes them unattainable
in the context of most behavioral program evalu-
ations. So it is best to simply treat the behaviors of
interest as programimpacts.

Evaluationresearch projects for behavioral pro-
grams may also involve process evaluations, cost
effectiveness evaluations or even market effects stud-
ies. The methods required to carry out these types
of evaluations differ dramatically from one another
and from the methods used in evaluating behavioral
interventions. However, the methods and proce-

dures for carrying out market effects evaluations,
cost effectiveness evaluations and process evalua-
tions for behavioral programs are the same as those
used in the evaluations of all other types of energy
efficiency programs. So there is no need to develop
new protocols for carrying out these types of evalu-
ations in the context of behavioral intervention pro-
grams. Indeed, it isappropriate and necessary that
the protocols for carrying out these kinds of studies
for behavioral programs be the same as those used
for other types of energy efficiency programs, so that
the results of studies of these behavioral programs
canbecompared withthoseofstandardenergy
efficiency programs.

In theevent thatbehavioral programs require
process evaluations, cost effectiveness analysis and
market effects studies, standard protocols from
the IESO EM&V Protocols and Requirem ents
should be applied.

The appropriate protocols for these types of
evaluations areasfollows:

' Process Evaluation Protocol — IESO EM&V
Protocols and Requirements, Process Evaluation
Guidelines.

Market Effects Protocol —IESO EMé&V Protocols and
Requirements,Market Effects Guidelines
Cost Effectiveness Protocol — IESO Conservation

and Demand Management Cost Effectiveness
Guidelines
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4. Research Designs for Observing Impacts of Behavior.Programs

This chapter is abasic introduction to theresearch design alternatives that are
appropriate for assessing the impacts of behavioral intervention programs on

behavior and related energy consumption.

Itis designed to be read and used by program man-
agers and analysts who need to understand the basic
principles involved in program evaluation and the
basic research strategies thatare appropriate when

evaluating behavioral programs. For parties seeking
amore in-depth treatment of the subjects taken up
in this chapter we recommend reading the following
books and technicalreports:

* Experimental and Quasi-Experimental Designs for
Generalized Causal Inference by William Shadish,
Thomas Cook and Donald Campbell; Haughton
Mifflin 2002.

¢+ Evaluation Measurement and Verification
(EM&V of Residential Behavior Based Energy
Efficiency Programs: Issues and Recommenda-
tions by Annika Todd, Elizabeth Stuart,
Charles Goldman and Steven Schiller;
SEEAction Network?2012

¢+ Guidelines for Designing Effective Energy
Information Feedback Pilots: Research Protocols:
by Michael Sullivan and Stephen George; EPRI
Report 10208552010

The first resource above is an excellent high level
discussion of evaluation research design with par-
ticular attention tothe application of quasi-exper-
imental designs tosituations when it isimpossible
to carry out randomized experiments. The second
resource isan excellent discussion of the issues that
arise when evaluating programs designed to change
behavior. The third resource provides protocols
that are particularly useful for evaluating programs
designed to alter consumer behavior using feedback.

The material in this chapter draws heavily from
these resources and attempts to present ahigh

level summary of all of theissues found in those

resources.

4.1 Measuring Changes in Behavior
- the Problem

Behavioral programs as set forth in the foregoing
chapter are designed to cause changes in energy use

related behaviors by individuals and organizations.

The behaviors of interest aremyriad. Examples

might include:

Consumer decisions to purchase more
efficient equipment;

Consumer decisionstousemore orless electricity;

Consumer decisions about the timing of their
electricity use;

Practices used by HVAC sales and service techni-
cianstospecify thesizeand design ofnew and
replacement HVAC systems;

Actions taken during the installation, mainte-
nance and operation of mechanical and lighting
equipment;

Choices of building envelope materials, mechani-
cal systems and lighting systems made by design-
ers and builders of low-rise residential buildings
whichproduceanembeddedlevel of energy
efficiency;

Choices of building practices that influence
energy consumption;and

Choices made by large organizations toidentify
and adopt energy efficiency improvements.
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As explained above, behavioralintervention
programs are designed to change specific behav-
iors within the above categories by applying social
science theories that suggest that changing the
conditions under which behavior is occurring will
modify it. It isreasonable to imagine that these
interventions are capable of causing market actors
to change their behavior resulting in a change in en-
ergy consumption. But in reality, we don’tknow and
cannot predict how much behavior change or change
in energy consumption will occur without testing
the effect of the intervention on the target persons
ororganizations. Thecentral problem in evaluating
behavioral programs is to discover how much change
(if any) results when behavioral interventions are
presented.

Invirtually all cases in which an effort is made

to change behavior, to measure the impact ofa
program on behavior we must discover what would
havehappened if theprogramhadnotexisted.By
comparing the behavior that isexhibited when the
behavioral interventions are present (e.g., training
or support) with the behavior thatisexhibited in the
absence of the interventions we can determine how
muchchangeintheoutcomevariableofinterest
(behavior orenergy consumption)occurredasa
result ofexposuretotheintervention.

The most robust strategy for assessing the impacts of
aninterventiononbehavioristocreateanexperi-
mentinwhichitispossibleto(1l)ensurethatthe
intervention occurs before the behavior change
occurs;and (2)ensurethatnoother causalfactors
may have produced the change in behavior that is
observed. Experimentation is not always possible,
andwhenitisnot,therearealternativemethods
--generally referred toas quasi-experimental
techniques -that can be used with some success
toassess the impacts of interventions on behavior.
These techniques are almost certainly inferior to
experiments in virtually all cases and require much
more skill and talent on the part of researchers to
reach valid conclusions, but sometimes they are all
that can be done.

4.Research Designs for Observing Impacts of Behavior Programs

The protocols set forth in this document call for the
use of both types of research designs —depending
on the situation. When possible, experimental de-
signs involving random assignment of target market
actorsshouldbeused. Whenthisisnot possible,
quasi-experimental techniques should be used.

These protocols are intended to provide guidance
in the development of all kinds of training and sup-
port programs. Assuch they rest on the assumption
that the evaluator understands the basic tenants of
research and experimental design. The remainder
of this chapter reviews thelogical underpinnings of
these techniques.

4.2 Principles of Experimental Design

Threeconditionsmustbemetinorder toconclu-
sively prove that a behavioralintervention (e.g,,
providing training or support) has caused a change
inbehavior (e.g., use of best practices in design and
installation of HVAC systems):

¢+ The behavioral intervention has to precede the
behavior change intime.

¢+ The behavioral intervention must be correlated
with the behavior change - that is, when the in-
tervention is present the behavior change occurs,
and when it is not present, the behavior change
does not occur.

¢+ Noother plausible explanations can be found for
the behavior change other than the intervention.

Anexperimentisanactively controlled testing
situation designed to fulfill these conditions. Inan
experiment, the researcher controls the circum-
stances so that the outcome (i.e,, behavior change)
cannot occur before the causal mechanism is
presented, the objects on which the intervention is
supposed to operate are observed with and without
the treatment, and efforts are made to ensure that
other plausible explanations for anychanges in the
objects of study havebeen eliminated.
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4.Research Designs for Observing Impacts of Behavior Programs

The simplest kind of experiment involves observing
behavior before and after exposure to a treatment
(e.g., training). This is known as a pretest-posttest
design. This kind of design is seldom employed be-
cause of weaknesses described below. However, itis
useful as aframework for discussing the sources of
inferential error that can arise when certain critical
elements of experimental design (i.e., randomization
of exposure to experimental treatments) are ignored.

During a pretest-posttest experiment, anumber of
things can happen that can result in changes in an
outcome variable of interest (e.g., specified size of
an AC unit) that are not a direct consequence of the
treatment (e.g., training). The change in outcome
variableofinterestmay lookforallintentsand
purposes exactly like an effect that might have arisen
from the treatment, but not be caused by it. For
example, inasimplecomparisonofannualkWh
before and after exposure to a given training
process,thereareanumber of possiblealternative
explanations for differences that might be observed
besides the effect of the trainingmechanism,
including the following:

¢+ History — when a difference in behavior is ob-
served between two points in time, itis quite pos-
sible that the difference has been caused by some
factor other than theexperimental treatment
variable. Weather is an example of avariable that
might cause a difference in the application of an
HVAC installation procedure, since air flow test-
ing cannot be conducted when the ambient tem-
perature is less than 20°C. So depending on the
timing of the experiment, the effects of weather
mightmasktheeffect ofthetreatmentor cause
us to think the training had an effect when it did
not.But weatherisonly oneofmany historical
factors thatcould change and produce observed
differences in behavior variables between two
points in time, either masking effects that are at-
tributable to the intervention or producing effects
thatlookliketheeffects of theinterventionbut
arenot.

Maturation —when a difference in behavior is
observed at two points in time, the subject of
our observation has gotten older and itis pos-
sible that something about the aging process

has caused the change in the behavior that is
observed, and not the treatment. Maturation can
influence behavior in different and subtle ways.
For example sales and installation technicians
are naturally gaining experience during and after
thetimethey receivetraining. Over thewhole
population of interest, this aging process in the
population may produce anincrease or decrease
in the use of various installation practices or the
resultingenergy consumptionoftheirinstal-
lationsthat could maskanotherwiseobserv-
ableeffect of trainingor produceaneffect that
looks like something that might have resulted
from training, but did not. Itis possible that the
observed difference before and after training is
nothing more than the effect of increased experi-
ence thatwould have occurred with or without
thetraining.

Testing —when we observe a difference inbehav-
iorattwopointsintime,itispossiblethatthe
testingprocessitselfhasaltered thesituation.
When humans are involved in experiments, they
sometimes react to the measurement process in
ways thatproduce the appearance of achange in
behavior resulting from treatment. An example
of such a testingeffect is whatis known as a
Hawthorneeffect —named for a famous op-
erations research experiment in which worker
productivity increased significantly when better
lighting was installed notbecause of thelighting
improvement, but because the subjects knew they
werebeingobserved. Testingeffects canarise
any time humans know they are being observed;
and it isunusual for experiments with humans
tobe undertaken without their being aware ofit.
They are particularly likely to occur with repeated
measures (e.g. classroom tests)in whichit is
possible for subjects to learn the correct answers
during the testing process.
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Instrumentation — when we observe a difference
in behavior at two points in time, it is possible
that the calibration of the instruments used to
measure the behavior has changed -producing
the appearance of abehavior change thatis noth-
ingmorethanslippageinthecalibration ofthe
measuring instrument. Calibration problems can
occur with all kinds of instruments. For example
if mechanical meters are changed to advanced
meters during the course of an experiment, the
improvement in the accuracy of the new meters
will create the appearance of a change in behavior
(for the worse). Calibration problems are even
morelikely tooccur withsurvey instruments
and other self-administered behavioral measures.
Minor changes in instrument design between
time periods of observation can produce appar-
ent (reported) differences between observations
takenatdifferent pointsintimethataresolely
due to respondents’ interpretation of survey
semanticsor totheinsertion of questions that
alter theinterpretation ofquestionsseenlater
in the survey instrument.

Statistical Regression —when we observe adiffer-

ence in behavior attwo points in time, it may be

that measurements taken inasecond time period
are different and closer to the statistical mean of
the overall population than the initial, pre-treat-

ment, measurement. This difference can cause us
to believe that an effect occurred as aresult of the
treatment or it can cause the effect to be masked.

While statistical regression can affect any sort of
pre-post measurement itisnot likely to seriously
influence measurements of behavior change
related totraining.

4.Research Designs for Observing Impacts of Behavior Programs

Censoring — censoring is like maturation except
the observed effect of the experimental condition
arisesfromthefactthatsomesubset ofagroup
of observations is not observable at the second
time period (the post-test) for reasons unrelated
totheexperimental condition.Forexample,
inanexperimentinvolvingtraining,itis com-
mon for a certain percentage of trainees tomove
or withdraw from the training between initial
assignment to treatment conditions and observa-
tion of the behavior of interest after exposure to
the treatment. This causes the measurement of
the outcome variable tobecome censored in the
post-test period for asubset of the customers. If
the group that has withdrawn from the experi-
ment is different from the remaining group on
factors related to the outcome measurement of
thestudy (e.g., younger andlessexperienced
technicians are more likely tobe laid off during
a downturn), this difference may produce the
appearance of a change in behavior when nothing

more than censoring has occurred.

The above inferential problems alloccur because
conditionsother thanthetreatment cancause
changes in behavioral outcome measures (e.g.,
installation practices or annual energy consump-
tion) when the effect is measured by comparing
observationsofasinglegroup attwopointsin
time (i.e, before and after exposure to training or
support).
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Itis possible to eliminate these problems by chang-
ingthedesignof theexperimentsothatinstead of
comparing the reactions of asingle group of subjects
(e.g., trainees, consumers or organizations) at two
pointsin time, the impacts of the experimental
variable are observed by comparing the behaviors of
two different groups of subjects — one group exposed
tothetreatmentandtheothernotexposed.If the
groups are similar, they will experience the same
history; mature in the same way; react to testing and
instrumentationin thesamemanner,and experi-
encethesamecensoring.Inother words,allofthe
possible problems mentioned above will affect both
groups in about the same way. The only difference
betweenthegroupswillbethetreatmentandit
therefore can be considered tobe solely responsible
for the observed difference inbehavior. Indoing so,
the threats to experimental validity described above
will be completely eliminated.

Of course, theassumptionthatboth groupsare
similarisaverybig”“if”.Thedmwbacktoinferring
cause from differences between groups isthat the
groups may not have been exactly thesame to begin
with. 1f they were not, then any observed difference
between them could simply reflect the pre-existing
difference. This last major threat to internal validity
is called selection:

¢ Selection — this occurs when groups for which
a comparison is being made (experimental vs.
control) are significantly different before the
treatment group isexposed to the experimental
variable.Inthiscase,thereisnobasistoinfer
that the treatment was solely responsible for the
differences observed after exposure to the treat-
ment. The most effective way of guaranteeing the
assumption that the groups are similar is toran-
domly assign subjects to treatment and control
groups. However, aswill become apparent below,
because it will often be impossible to randomly
assign consumers to treatment and experimental
groupsintrainingexperiments,selectionisa
potentially very important source of inferential
error thatmustbecontrolledinexperiments

involving capacity building.

4.Research Designs for Observing Impacts of Behavior Programs

The aboveseven problems are what havebeen
described as threats to the internal validity of
experiments. Ifleft uncontrolled, they are plausible
alternative explanations for why a difference might
be observed attwo points in time (before and after
exposure toanexperimental condition) for asingle
group, and for why a difference between two groups
exposed to a given experimental condition might
occur. Establishing experimental procedures that
ensure internal validity isa critical requirement in
experimentation. Experiments that are not internal-
ly valid (i.e., methodologically flawed) are generally
not useful because they do not conclusively show
that the experim ental variable is the sole cause of
achangeintheoutcomevariable. They are,atthe
minimum, awaste of time and money. They can lead
to more damaging outcomes if the results confirm
some prior expectation of the result and therefore
are readily accepted without additional verification.

There are four basic “building blocks” of
experimental design. They are control, stratifica-
tion, factoring and replication. Taken together these
building blocks form asolid basis for constructing
experiments designed to assess theextent towhich a
policy intervention hasaltered behavior in a desired
manner. They are discussed below.
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4.2.1 Control

Control is completely central to the design of
experiments.By takingcontrolofthetimingand
exposure of subjects to experimental factors thought
tochangebehavior,itispossibletoensurethatthe
experimentalfactor occursbeforetheonset ofthe
desiredbehavior. Asidefromthepossibility that
some other causal mechanism occurs at precisely the
same time as the experimental factor, controlling the
administration of causal factors makes the inference
about the primacy of the experimental factor more
or less unequivocal.

Factors that are thought to cause changes in behav-
ior can be controlled in a variety of ways to observe
their effects. Often, causal factors are treated asbina-
1y variables —they are either present or they are not.
Sometimesthey cantakeonaspectrumofvalues
thatmay have different consequences forbehavior
(e.g., one might imagine for example training pro-
grams targeted at the same audience lasting different
periods of time or being presented in different for-
mats). So itis possible toimagine experiments that
range from very simple comparisons between the
behaviors exhibited by just two groups, to experi-
ments which contain numerous levels of exposure to

an experimental factor.

A critical aspect of control in any experiment is the
process used to assign customers to treatment and
controlgroupsor togroups exposedtodifferent
levels of the treatment variable. When groups are
comparedtoobserveaneffectofatreatment,the
most fundamental assumption is that the groups are
sufficiently similar at the outset of the experiment
so that any difference after exposure to the experi-
mental factors can be deemed tohave resulted from
the factor and not some pre-existing difference. By
controlling the assignment of experimental subjects
to treatment and control groups (or different treat-
ment levels) one can ensure that the groups assigned
toexperimental conditionsarefor allintentsand
purposes statistically identical before the experi-
mental factor (treatment) is presented. Typically this

4.Research Designs for Observing Impacts of Behavior Programs

isdoneby randomly assigning subjectstocompari-
songroups (i.e., treatmentand controlgroupsor

levels of treatment). This occurs because the random

variableby definitionisextremely unlikely tobe

correlated with any other variable.

4.2.2 Stratification

Inevaluating the impacts of abehavioral interven-
tion onenergy userelated behavior itis often useful
to observe the effects of the experimental treatment
for different sub-groups or market segments. For ex-
ample, in studying the effects of training, itmight be
useful to observe the magnitude of the effect of the
training for different trades (i.e., sales technicians
and installation technicians,). Breaking up experi-
mental groups (ie., treatment and control groups)
into sub-groups based on criteria that are observable

in advance of an experiment is called stratification.

Table 4-1 describes a simple experiment involving

stratification on trade.

Training No Training
Sales staff nl n5
Installers n2 n6

In addition to providing useful information about
the effects of experimental treatments within sub-
populations of interest (e.g., sales staff and install-
ers),stratification canbeusefulfor reducingthe
amount of statistical noise thatis present when one
is attempting toobservea change in behavior
(particularly energy use) between treatment and
control groups. This is so, because itis possible to
reducethevariationinthemeasurementsofthe
treatment and control group measures by observing
thechangeinbehavior withinthesub-groups—
ignoring the differences between the sub-groups.
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4.2.3 Factoring

Sometimes behavioral interventions consist of
treatments that contain more than one factor. For
example, itisoftenthecasethatbehavioralin-
terventions intended to change energy consump-
tion contain atechnology component (e.g., a field
computer or device thatsimplifies application of
agiven installation protocol) and an information
component (e.g. training designed to encourage
the application of best practices). Inassessing the
impacts of such a combined treatment it is necessary
to structure the experiment in such a way as to allow
for the estimation of:
¢ The interaction between the technology and the
traininginchangingthebehaviorofthesub-
jects under study. An interaction is asituation
in which the presence of one factor multiplies
the effect of the other. For example, aninterac-
tion between technology and training would be
presentiftheeffect ofthesetwofactors taken
together was greater than the effect that would
occur if their individual effects were justadded
together.

¢+ The main effects of the treatment variables (e.g.
technology and training). The main effect of
atreatmentistheeffectthatoccurssolely asa
result of exposure tothe treatment variable alone
- separate from any impact that might occur as
a result of combining that treatment with some
other factor.

4.Research Designs for Observing Impacts of Behavior Programs

Typically an experiment involvingfactoringis
described asamatrix with the row and column vari-
ables containing the different levels of the treatment
variables.Table4-2 describesasimplefactoring
experiment in which two treatment variables with

twolevels areexamined.

Technology No Technology
Training nl n3
No Training n2 n4

Inthe experiment,subjectswouldberandomly
assignedtooneof four groupsnl-n4 insufficient
numbers to be able to estimate the differences in the
outcome behaviors of interest among the various

groups.

The difference between stratification and factoring
is that stratification is simply the creation of test
groups that are different in meaningful ways at the
outset of the experiment while factoring involves the
exposure of experimental subjects to different levels
of treatment variables thathave been nested to allow
theestimation oftreatmenteffectswithinlevels.

Itis possible tocombine stratification and factoring
tocreate very complex experiments thatcanisolate
the effects of experimental variables for different
sub-populations.Thetemptationtocreatesuch
complicated experiments involving many factors
and strata should be approached cautiously because
of the inherent difficulties encountered in carrying

out complex experiments.
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4.2.4 Replication

Perhaps the single most important tool for evalu-
atingthe impacts of behavioralinterventionsis
replication.Replicationissaid tooccur whenthe
conditions involved in anexperiment are repeated
inorder toconfirmthataresultwhichhasbeen
reported can be repeated by a different investigator,
in a different setting, at a different time and under
different circumstances. If the reported effect can
indeed be repeated there is reason to be confident
thatthereportedresultisrobustand didnotarise
by accident or because of something the investigator
did that was not reported in the results of the study.

While replication is seldom described as something
individual investigators should consider in design-
ing evaluations itisavery powerful tool thatshould
be used to assess the veracity of research findings at
the program level; and in evaluations of behavioral
interventions, investigators should be encouraged
tostructuretheirstudiesinsuchswayastopro-
duce replications. Itis particularly useful in situ-
ations where multiple experiments can be carried
out in different geographical locations (e.g., among
the various Local Distribution Companies (LDCs)
implementing programs) sequentially or simultane-
ously. Evaluators carrying out behavioral experi-
ments across multiple LDCs should be encouraged
to design their experiments as replications of a
single administration.

4.3 True Experiments

True experiments are research designs in which the
evaluator has control over the exposure of experi-
mental subjects totreatments. There are three kinds
of true experiments —Randomized Controlled Trials
(RCT), Randomized Encouragement Designs (RED)

and Regression Discontinuity Designs (RDD). These
research designs provide the most robust tests of the
impacts ofbehavioral interventions on energy use

relatedbehavior.They arediscussed below.
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4.3.1 Randomized Controlled Trials RCT)

The RCT isan evaluation research design in which
experimental subjects are randomly assigned to
treatment and control groups; and the results
observed for the groups are compared to discover
whether thetreatment has caused a change in
behavior. The process of random assignment causes
the resulting groups to be statistically identical on
all characteristics prior toexposure tothe treatment
to within aknowable level of statistical confidence
given thesample sizes being employed. This is true
because each and every observation being assigned
toboth groups has the same probability of being as-
signed to each group (i.e. 1/n; where nis the number
of total subjects being assigned.) The mathematical
consequence of thisassignment constraint is that the
treatmentand controlgroupswillbemoreorless
statistically identical after the assignment process
is complete. That is, the groups will contain about
the same percentage of males and females, have the
same average age, come from the same geographical
locations, have about the same amount of prior years
of experience —andsoonand soon andso on for
virtually all thevariables one can imagine —whether
wecanobservethesevariables or not.

Of course, because sampling isinvolved, the above
statement is true to the extent thatrelatively large
samples are involved and even then only to within
acertain level of statistical confidence. Indeed, any-
thing can happen in the real world -which means
thateven with truly random assignment with large
samples itis possible to create treatment and control
groupsthatarenotstatistically identical.Soitis
good practice to check to make sure the groups that
willbestudiedinanRCTareindeed moreorless
identical atleast on the outcome variable before they
are administered the treatment. Itisalso advisable
toobtain and include pre-test measurement for both
thetreatmentand controlgroupsontheoutcome
measures of interest tocontrol for any pre-treatment
differences thatmay occur on the outcome variable
of interest.
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4.Research Designs for Observing Impacts of Behavior Programs

RCT designs are often referred to as the “gold stan-
dard” of research designs to be applied to observ-
ing behavior change. Several reasons underlie this
designation. They are:

¢+ Validity - an RCT controls for most of the above
described threats to internal validity - most im-
portantly for selection bias or the possibility that
the groups under study were somehow different
before the experimental factor was presented.

* Simplicity —analyses of results obtained from RCT
designs are simple and straightforward and do
not rely heavily on assumptions about specifica-
tion of estimation equations or error structures.
They are often as simple as a difference in differ-
ences calculation. Consequently, the estimated
impacts derived from studies employing RCTs do
notdependheavily ontheskillor artfulness of
theanalyst.

* Repeatability —because these designs are relatively
simple,itispossibletoaccurately recreatethe
conditions under which observations were taken
thereby makingreplication easy.

Despite these obvious advantages, there are sev-
eral aspects of RCT designs that require caution

in application. First, the assignment of subjects to
experimental treatments does not guarantee thatthe
groupsthatareeventually observedinanexperi-
mentareequivalent.Therearetwoeasy waysin
which the initial random assignment may be invali-

dated during the course of an experiment. They are:

* Volunteer Bias — randomly assigning subjects to
treatment and control groups in which treatment
group members must agree to participate after
assignment can result in treatment and control
groups thatare very different. This is the essence
of selection, so care must be taken to ensure that
significant numbers of randomly assigned sub-
jects do not migrate out of the study between the
time they are randomly assigned and the time the
results of the treatment are observed. If subjects
mustvolunteer for thetreatmentor acquiesce
to it, then random assignment to treatment and
control groups should occur gffer they have vol-
unteered or agreed tobein thestudy.

Rejection —human subjects virtually always have
the right to withdraw from a treatment to which
they have been experimentally assigned. They
may withdraw forreasons thatare unrelated to
the experimental treatment or they may with-
draw becauseofthetreatment.Ineither case,
outmigration from the treatment and control
groupsmay invalidatetheeffect oftheinitial
random assignment and care must be taken to
ensure that observations for out-migrants are
properly handled. Ifthe number of customers
whorejectthetreatmentbecomeslarge(i.e.,
morethan1or2percentagepoints)thenitis
necessary to analyzed theresults of the experi-
ment as though it was a REDdesign.

When regulatory policies or concern about cus-

tomer experience prohibit thearbitrary assignment
of subjects to experimental conditions, it may still be

possible torandomly assign customers to treatment
conditions by using one of the following research

tactics:

Recruit and deny — experimental subjects are
recruited to an experiment with the understand-
ingthatparticipationisnot guaranteed (e.g.,
iscontingentonwinningalottery).Insucha
situation, subjects are told that the experimental
treatment isin limited supply and that they will
be placed inalottery to decide whether they will
receive it. The lottery winners are chosen atran-
dom and winners are admitted tothe treatment
groupwhilelosersareassignedtothecontrol
group. Losers may be offered aconsolation prize
to reduce their disappointment in not being
chosen for the lottery. Aslong as the transaction
cost involved in participating the lottery are not
too high, this strategy can overcome objections
thatstakeholders may have torandomly assign-
ingsubjectstotestconditions. Thisapproach
is particularly useful when the experimental
treatment (e.g., an attractive new technology) is
in limited supply so that it can be argued that the
fairest way to distribute the benefit is to distribute
itrandomly tointerested parties.
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* Recruit and delay — like therecruit and deny
design experimental subjects are recruited toan
experiment with the understanding that partici-
pation in the first year is contingent on winning
a lottery. Thelottery winners are chosen at
random and winners are admitted to the treat-
ment group in the first year. Losers are assigned
toacontrol group which isscheduled toreceive
the treatment in the second year. This approach
can be implemented without causing significant
customers dissatisfaction. However, because the
control group must also receive the treatment in
thesecondyear,itwillresultinhigher cost for
equipment and support than the recruit and deny
approach.

4.3.2 RandomizedEncoura
gement Designs RED)

Sometimes regulatory oradministrative consider-
ationsrequirethatallsubjectswhoareeligibleto
receive some behavioral intervention must receive it
if they desire it. For example, administrative policy
might dictate that all qualified HVAC technicians
haveaccesstotrainingthatwouldresultintheir
receiving a certificate thatcan provide competitive
advantage or may be required to provide certain
contracting services. Insuch a situation it is virtu-
ally impossible todeny some contractors access to
the supposed behavioral intervention to create a
legitimate control group.

Itispossibletocreatealegitimaterandomized
experiment when all parties in the market must be
eligible for treatment by employing what is known
as a Randomized Encouragement Design (RED).
In aRED designthetreatment (e.g., training)is
made available to everyone who requests it. How-
ever, while all contractors are eligible for training, a
subset of theeligible contractors israndomly chosen
to receive significantly more encouragement for
seeking the training than the control group, (which
is not encouraged). If the demand for the training
is relatively low (in the absence of encouragement)
it may be possible to significantly increase the rate
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of exposure to the training among volunteers in the
encouraged group by more intensively marketing
the training program to them. The encouragement
might include: more intensive efforts to contact and
recruit contractors; providing economic incentives for
participation; or reducing transaction costs associated
with subscribing to thetreatment.

The impact of the treatment is estimated by compar-
ing the outcome variable of interest for the random-
ly selected encouraged group with thesameout-
come variable for the randomly selected group that
was notencouraged. This comparison isreferred to
asanintention to treat analysis,asit focuses onmea-
surement of the difference in the behavior between
thosewhowereintendedtobetreatedandthose
whowerenotintendedtobetreated.Becauseen-
couragement was randomly assigned, any difference
between the encouraged andnot encouraged group
mustnecessarily haveresulted from thefact that
the encouraged group contains more parties who
received the treatment. Because we know the accep-
tance rate in the encouraged group, it is possible to
inflate theobserve difference between the outcome
of interest in the encouraged and not encouraged
grouptoobtainareliableestimateoftheaverage
impactofthetreatmentonthosewhoreceivedit.

Theanalysisoftheimpactoftheencouragement
and treatment is straightforward algebra and the
resultsareeasily explained.So,oneistempted to
conclude that the RED design is a “silver bullet” for
overcoming the difficulties thatare often cited with
the application of RCT designs in evaluations related
toenergy usebehavior. Unfortunately thisisnot
the case. As in the case of the RCT design, there are
certain cautions that must be observed when imple-

menting a RED design.
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First, the RED design rests on the assumption that
theonly factor thatisinfluencedby theencour-
agementapplied totheencouraged groupisthe
acceptance of the treatment. While it is difficult to
imagine circumstances in which encouragement to
participate inatraining program or receive organi-
zational support would result in other actions that
changed behavior orenergy consumption, itis logi-
cally possible that encouragement stimulates some
other actionsthateither enhanceor attenuatethe
observed effect of the treatment; and this possibility
should be considered in deciding whether toemploy
a RED design.

A second and more important caution in apply-
ing RED designs arises out of the likely increase in
sample sizes required todetect effects using aRED
design. In aRED, the measurement of the impact of
the treatment on behavior is diluted because some
(inmany casesmost)ofthepartieswhowereen-
couraged tobe treated did notaccept the treatment.
So,itispossiblethatonly asmallportionofthe
subjects who are encouraged tobe treated actually
accept it. Nevertheless they are counted asintended
tobetreated.Thelarger thefractionofthegroup
that was intended tobe treated that does not receive
the treatment, the more muted the measurement of
thetreatmenteffect willbe,and viceversa.So,for
example if 5% of the population normally accepts
the treatment without encouragement; and 20% of
the population accepts the treatment with encour-
agement, then it can be said that the encouragem ent
has significantly increased the rate of acceptance of
the treatment. However, theimpact of the treatment
on the outcome measures in the encouraged group
willbebased ontheresponsesofonly 20% ofsub-
jects who actually received the treatment. So, if the
actual behavior change for individuals receiving the
treatment is 1 unit, then the difference thatwill exist
between the encouraged group and the not encour-
aged group will be only 0.2 units. This mathematical

4.Research Designs for Observing Impacts of Behavior Programs

fact imposes powerful limits on the usefulness of

RED designs. Depending on the magnitude of the
targeted behavior change and the effectiveness of
encouragement, the RED design may require much
larger sample sizes in treatment groups than the
conventional RCT. In cases where the effect of the
treatment on behavior and the acceptance rate for
thetreatmentareinthesingledigits,thesample
sizesrequiredtodetect theresultingdifference
between the behavior in the encouraged and not
encouraged groups may be so large as to be practi-
cally impossibletoobserve.

Inmost cases, with training programs thatinvolve

atmosthundreds ofsubjects, theusefulness of

RED designs will depend heavily on the ability of

evaluators to develop effective encouragement and
even then these designs should be used only when
relatively large impacts on behavior and energy use
areexpected.

4.3.3 Regression Discontinuity Designs (RDD)

In thetwotrueexperimental designs discussed
above(RCT and RED) subjectsarerandomlyas-
signed toexperimental groups —thereby establish-
ing their statistical similarity. Under certain circum-
stances, assignment of subjects to treatments can
be non-random provided subjects are assigned to
treatment and control groups precisely on thebasis
of their score on an interval level variable such as
age, years of experience, number of annualinstalla-
tions completed, etc. Such anexperiment is called
aRegression Discontinuity Design (RDD). In an
RDD, everyone above or below some point (the dis-
continuity) on the selected interval scale is assigned
to the treatment group, and everyone else is assigned
to the controlgroup.
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Itispossibletospecify aregressionequation de-
scribing the relationship between the assignment
variable and the outcome variable of interest in the
experiment. It might be that the outcome measure
increases with the value of the assignment variable,
decreases with it, or doesn’t vary systematically with
the outcome variable atall. It doesn’t matter. In fact,
itcanbeshownthat theRCTisjustaspecial caseof
the RDD where the assignment variable isarandom
number (e.g., everyone above acertain point on the
random number distribution isassigned tothe treat-

ment group and everyone else tothe control group).

The impact of the treatment variable in an RDD is
observed by examining the regression function at
the point at which the assignment was determined.
Figure 4-1displays an example of a regression
discontinuity analysis. The top panel of the figure
displays the relationship between the assignment
variable and the outcome variable for the experi-
ment when no effect is present. The assignment in
this example takes place atthe scale value 50.In the
top panel the regression line continues unperturbed
attheassignment value (asindicated by the vertical
lineinthecenter oftheplot). Thereisnodisconti-
nuity indicating that there is no difference between
thetreatment and the control groups.

The bottom panel shows what the regression line
might look like if the treatment caused achange in
the outcome variable of interest. Insuch asituation
there is a discernible discontinuity at the point on
the assignment scale atthe value of 50. The differ-
ence in the post-test score values at the intersection
of the two regression lines depicted in the bottom
panelistheeffect of thetreatment.Thiseffectis
illustratedinFigure4-1bythedifferenceonthe
horizontal axis between the projections of the two
intersection points on the vertical discontinuity
indicator.
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Figure 4-1: Example of Regression Discontinuity
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The RDD is an extremely powerful tool that can be
used when subjects must be assigned to treatment
conditions based on some pre-existing qualification.
It controls all of the possible alternative explanations
for the observed program effect. However, there are
certain important caveats thatmust be met to justify
using this design:
¢ Assignmenttothetreatmentmustbestrictly
determined by the assignment variable. Even the
slightest deviation from this requirement will

undermine its validity.

¢+ Care must be taken toremove any crossovers
among experiment subjects from the analysis
(ie, sometimes parties will migrate into the
treatment group from the control group and
vice versa).

+ Care must be taken toensure that the functional
form of the regression is correctly specified. If the
relationship in the estimated regression is speci-
fied aslinear, but in fact theunderlying, predicate
relationship isnot, the regression discontinuity
analysismayincorrectly interpretthepointof
inflection on the non-linear function as a discon-
tinuity, resultinginaseriousestimationerror.

v Likewise, if the treatment interacts with the
assignment variable, so that the slope of the
regression line changes at the assignment variable
due to the treatment effect (causing a jackknife
shaped function), and the function isnot proper-
ly specified as such, this will cause aserious error
andoneinwhichtheeffect oftheexperimental
treatment will be seriously underestimated. Pro-
tecting against this possibility requires estimating
non -parametric (nonlinear) regression func-
tions, which imposes anadditional complexity.
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4.4 Quasi-experiments

Itis not always possible to control the assignment of
observations to treatment and control conditions.
Often, evaluators are given the task of evaluating the
impacts of a behavioral program after key marketing
and enrollment decisions have been made. Itisalso
impossible touse true experiments when treatment
conditionofinterestiscompulsory(everyoneis
requiredtobeexposedtothetreatment),or when
observations have theability toselect whether ornot
they aresubjected totheexperimental condition.
These problems commonly occur in experiments
involving training.

When assignment to the treatment condition is not
under the control of the experimenter, the design

of experiments ismuch more complicated than itis
with true experiments. When observations are ran-
domly assigned to treatment and control conditions
(or assigned on the basis of a pre-existing interval

levelvariable)asisthecasewith thetrueexperi-
ments all plausible alternative explanations (e.g.,
history, maturation, etc.) for an observed effect are
logically and mathematically eliminated. When this
is not so, it isnecessary to structure the experiment/
analysisinsuchaswaytoobservewhether these
alternative explanations are plausible, measure their
magnitude, and if possible, control for them analyti-

cally.Thisisthedomainofquasi-experiments.

Itshould be clear that the decision toabandon ran-
dom assignment can have profound consequences
for the internal validity of an experimental design.
It places amuch heavier burden on the researcher
to show that the study’s findings are not the result
of some unknown and uncontrolled difference be-
tween the treatment and synthesized control groups.
Itcanbethefirststepdownaslippery slopethat
leads to an endless and irresolvable debate about the
veracity of the study’s findings.
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There are several types of quasi-experimental de-
signs that are particularly important in behavioral
experiments involving training. They vary according
totheirrobustness (theextent towhich they can
achieve thecredibility ofarandom experiment) and
difficulty in their execution. They are:

¢+ Non-equivalent control groups designs
¢+ Interrupted time seriesdesigns

¢+ Within subjects designs

4.4.1 Non-equivalent
Control Groups -Matching

In true experiments, subjects are assigned to treat-
ment and control groups in such away that they
are either known tobe statistically identical prior

to exposure to the treatment factor (asin the case
of the RCT and RED designs) or are different in a
way thatis perfectly measured and thus capable of
being statistically controlled. Itis not always possible
to implement true experiments for reasons already
discussed;and for costand practicalreasonsit
may be necessary to select control groups after the
subjects to be treated have been selected. These are
called non-equivalent control group designs. They
are called non-equivalent control group designs
becausetheestimates oftheimpactsoftreatment
factors from such designs rests on a comparison of
treated subjects with subjects who are identified in
such away thatwe can never be certain that they are
truly equivalent to the treatment group subjects. The
results obtained from non-equivalent control group
designs are analyzed in exactly the same manner as
they are with true experiments.

The objectiveofanon-equivalent control group
design is to identify a control group of subjects that
isassimilar aspossible tothe treatment group based
on pre-existing information we have about parties
who are eligible for the treatment. Non-equivalent
control groups are created by selecting control group
members fromthesamepopulation (e.g., firms,
business types, markets, regions, cities, trades, etc.)
fromwhichthetreatmentgroupcamebasedon
their similarity tomembers in the treatment group.
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This is done by a process called matching. Match-
ing is avery old idea and dozens of slightly different
matching procedures have been tested over the past
several decades. Matching isa highly controversial

procedure for developing control groups because it
isimpossible toguarantee thatamatching effort (no
matter how sophisticated) has successfully created a
control group that issimilar tothe treatment group

in all importantrespects.

Recent professional practice favors the use of what is
called propensity score matching —a procedure that
attempts tomatch control observations with treat-

ment observations based on an estimate of the prob-
ability thatsubjectswereselected for (or selected
themselvesinto)thetreatment group.This tech-
nique requires estimation of the probability of selec-
tionintothetreatmentgroupusingalogitregres-
sion model containing asmany known predictors of
treatment group participationascanbefound.

Insimple terms, alogit model isatype of regression
model designed to predict the probability that some-
thing happens (e.g., signing up for training) based
on information about readily observable indepen-
dent variables thatmay be correlated with selection
into the treated group (e.g. firm size, years of expe-
rience, expressed interest in training, etc.) Once the
parameters in the logit model have been estimated,
members of the treatment group and other subjects
who are not part of the treatment group are assigned
propensity scores based on their characteristics and
the model parameters. Treatment group subjects
and others are then matched according tothe values
of those scores. Once matching has been completed,
theresults from the treatment and control groups
in the experiment are analyzed in exactly the same
manner in which the results from true experimental
designs areanalyzed.
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Matchingmethodsby themselvesaretobeused
with caution because they are prone to the introduc-
tion of bias that cannot be anticipated or measured.
However compelling the results based on experi-
ence, intuition,or otherindicatorsofatreatment
effect, an experiment involvingnon-equivalent
control groups does not provide incontrovertible
evidence that the observed effect is attributable
solely to the treatment. That said, this may be all that
is possibleunder some circumstances.

4.4.2 Within - Subjects

All of the preceding experimental designs rest on
the comparison of the behavior exhibited by groups
of subjectswhohavebeenexposedtotreatment
with behavior exhibited by groups that have not
been exposed toatreatment (control groups). The
difference between the behaviors exhibited by the
two groups (exposed and not exposed) reflects the
effect of theexperimental treatment.

The principal threat tothe validity of such designs

is the possibility that the groups were different in
some way that produced the appearance of a treat-
ment effect when one did not really exist. In the true
experiments, this threat to validity iseliminated by
controlling theassignment totreatment and control
groups in such a way as to ensure that the compari-
songroupsarestatistically identical ordifferent
in ways that are known with certainty. However, it
is not really possible to control for this possibility
when non-equivalent control groups are used as the
standard of comparison. That is, it is always possible
that non-equivalent control groups are different
from the treatment groups in some important way
before theonset of the experimental treatment. This
problem is inherent in the comparison of treatment
and control groups toinfer the effect of the experi-
mental treatment.
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Under some circumstance it is possible toavoid this
problem. The solution rests in comparing what hap-
pens toexperimental subjects in the presence of and
intheabsenceoftreatment.Thatis,itrestsonob-
serving the effect of the treatment (e.g., training) by
comparing the behaviors exhibited by experimental

subjects before the treatment is presented and after;
or when it isathigh levels vs. low levels. In this way,
thesubjectsintheexperimentserveastheirown
control group. This experimental design is called a

Within Subjects design.

The defining characteristic of a within subjects
design isthat each and every experimental subject
is exposed to all levels of the experimental factors
understudy aswellastheabsenceoftheexperi-
mentalfactor (i.e., thecontrolcondition). Under
the appropriate conditions this is a very powerful
quasi-experimental design because it completely
eliminates the possibility of selection effects because
it completely eliminates the control group.
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4.4.3 Interrupted Time Series

Another quasi-experimental design thatis ap-
propriatetostudies of the impact of behavioral
interventions on energy use related behavior is the
interrupted time series design. Aninterrupted time
series design consists of repeated measures of the
behavior of interest before and after atreatment has
been administered. This design is particularly useful
when variables related tousage or other frequently
measured behaviors are under study - thereby creat-
ingtheopportunity toobservethetimeseries of
measurements.

The basicidea behind interrupted timeseries
designsisthatiftheonsettimeofthetreatmentis
precisely known, it should be possible to observe
and quantify a perturbation inthe time trend of the
outcome variable (energy use related behavior) after
theonsetofthetreatment.Inother words,there
shouldbeameasurablechangeinthefunctional
relationship between the treatment and the outcome
variable after the treatment isstarted. Inasense, this
is analogous to regression discontinuity, where time
istheselectionindicator.This design dependson
severalimportant considerations:

¢+ The onset time of the treatment canbe
definitively established (ie., itis definitely known
thattreatmentcommencedabruptlyatatime
certain).

¢ The effect of thetreatment must be large enough
toriseabove the ambient noise level in the
outcome measurement (time series data often
containcyclesandrandom fluctuationsthat
make itdifficult to detect subtle effects of time
trend influences).

¢+ Ifthetreatmentisexpectedtohavegradually
impacted the outcome of interest, the time series
before and after the treatment mustbelong
enough to reflect the change in the intercept or
slope of the outcome variable after the treatment
has occurred.

¢+ The number of observations in the series must
be large enough to employ conventional correc-
tions for autocorrelation if statistical analysis is
required (as it almost always is).
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Like allcomparisons thatrest entirely on observing
the difference in behavior before and after exposure
totreatment the interrupted time series designs are
subject to several weaknesses that can undermine
the validity of the inference thatobserved change
hasbeencausedby theexperimental treatment.
Mostimportantamongtheseweaknessesisthe
possibility that the observed change in the intercept
or slope in the time series may have been caused by
something other than the treatment (ie., an exog-
enous but contemporaneous factor with historical
antecedents). Itis also possible that some aspect of
the testing process that is coincident with the deliv-
ery of the experimental factor is responsible for the
observedchange (e.g., aHaw thorneeffect).

To control for such intervening explanations, avari-
ety of quasi-experimental control techniques can be
employed, including: the use of non- equivalent con-
trol groups as described above, adding non-equiv-
alent dependent variables (i.e., other variables that
are expected to be impacted by the same historical
forcesasthedependent variablebutnotthetreat-
ment factor), and manipulating the presentation of
the treatment factor (adding and removing it) to ob-
serve the impact on the outcome variable. The latter
is only appropriate when the effect of the treatment
factor is expected to be transient. Inthe parlance of
statistics, these designs are atype of within subjects
or repeated measures design.
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5. Evaluating Training/Capacity Building Programs

Capacity building programs are social interventions designed to lower energy
consumption in residential and commercial buildings by providing training and technical

assistance to various market actors who design, install, operate and service systems
that influence energy consumption in buildings; and by providing expert advice to organi-

zations to assistthem inidentifying and implementing energy efficiency improvements.

Below are some examples of capacity building
programs:

¢ Residential builder training - training and incentives
designed toencourageresidentialbuildersto
incorporate energy efficiency and green attributes
into new residential buildings. Program is target-
ed at company executives, designers, marketing
staff, site superintendents, framers and insulators.

¢ HVAC installation optimization training - training and
incentives to HVAC contractors to encourage
themtoapply bestpracticesindesigningand
installing residential and small commercial air
conditioningandheat pumpinstallations.

¢ Energy Manager Training - training for energy man-
agers working in large commercial orindustrial

organizations.

' Energy Efficiency Service Provider Support Initiative —
support to energy service providers and support
organizations for delivering energy services to
various market segments (e.g., health care, refin-
ing, forestry, mining, etc.). Services will include:
identification of savings opportunities, prepara-
tion of energy management plans, assistance in
identifying and promoting incentive programs
and applying for incentives, promotion of effec-
tive energy management practices, and delivery
of training, outreach and advice regarding
opportunities for energy savings.

Whileitisself-evident that trainingkey market
participants should lead toimprovements in the op-
erating efficiency of critical building systems, there
is a surprising lack of empirical evidence supporting
the proposition thatsuch training can encourage the
adoption of more efficient technology, ensure that
equipment is properly installed, will cause buildings
to be operated more efficiently or cause significant
energy saving measures to be adopted by organi-
zations.Thisissobecausetheexistingparadigm
for evaluating energy efficiency programs doesn’t
provide for a reasonable means for quantifying the
impacts of these and other efforts to alter energy
consumption by changing behavior.

Training programs are, as the name suggests,
generally involve classroom training courses
intended to enhance the ability of various actors
in the market to cause reductions in energy
use. The training varies dramatically from
marketactor tomarket actor,buttheintended
outcomeisthesame—reductions in energy
consumption. Segment support programs

provide specialized consulting services to
different market segments (e.g., government and
industries) toassist them in identifying
opportunities for achieving energy savings,
planning, financial assessments, management
presentations and other
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services thatmay enhance the rate atwhich energy

efficiency investments are achieved. The objective of

these programs are toinject expertise into organiza-

tions tohelp them overcome institutional and other

hurdles that may impede the adoption of energy

efficiency projects in complex investment environ-

ments. Different evaluation strategies are required
for thesetwo types of programs

To assess the effects of training programs on the

market one must:

Establish the current state of the art and resulting
energy efficiency for the market actions of interest. For
example, inthecaseof HVAC installationitis
necessary to determine what the typical installa-
tion practices in the market are for establishing
systemsizing, matchingcoilstoairhandling
systems and determining appropriate air flow
before training is offered. This effort will provide
anunderstandingoftheneed for trainingas
well as the magnitude of the energy savings that
could result from aprogram designed toimprove
practices. This can be done in a variety of ways.
Itis usually done by interviewing practitioners
todiscover thepractices they are using. Delphi
groups, focus groups and surveys are used to col-
lect information. Insome cases (as in the case of
HVAC contractor training) this work may have
already been done atthe time the evaluation is
undertaken.Inother casesthismaynotbethe
caseand it willneed tobeundertaken.

Estimate the effectiveness of the training program in
changing the knowledge, skills and abilities of those
exposed to training. This is an empirical study de-
signed todetermine theeffectiveness of the train-
ing program in changing knowledge, opinions
and practices in the market. For example, in the
case of an HVAC installation training program
thismightbedoneby observinginstallations
that were done before and after training; or by
classroom exercises and tests intended to test the
knowledge of trainees before and after exposure
to thetraining.
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Estimate the average improvement in energy efficiency

that results from providing training to the target market.
For example, in the case of the HVAC installation
contractor training, this could be done by analyz-
ing the difference inestimated energy efficiency

of installations completed by each trainee before
andafter exposuretothetreatment. This will
produce an estimate of the average uplift in en-

ergy efficiency (e.g., annual kWh savings, SEER)
that results from exposure to training.

Assess the persistence of the effect of the training. Itis
possible thattrainees will cease touse the practices
they learn in training astime passes. Therefore, it
isimportant to follow up with trainees after signif-
icant time has passed (i.e.,, 1-2 years) to determine
how much the effect of the program is decaying.
This may suggest the need for refresher courses or
other actions toresent the effect of the program; or
ataminimum an adjustment will have tobe made
in the long term expected savings resulting from
the program.

Observe any spillover effects that may have occurred
because of training. Itis possible (even likely) that

useful practices learned directly in training will
be transferred from trainees toother workers as
time goes on. This should be expected because
skilled workers often use first-hand experience
toteach their colleaguesuseful practices.For
example, in the case of the HVAC installer train-
ing, it might very well be the case that journey-
man HVAC workers who receive the training will
train the apprentices in their companies or even
other apprentices in their trade working in differ-
ent companies to apply thetechniques they learn
in the classroom.
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Anumber of empirical measurements are required
to address the above issues. Most of the measure-
ments required to evaluate training programs
involve surveys of trainees taken before and after
exposure to training; survey measurements of
parties who do not undergo training (i.e., control
groups); and in some cases survey measurements of
physical facilities (e.g., installed systems affected by
the actions of trainees. Inmany cases it will be pos-
sible and highly desirable to carry out experiments
in which the outcomes of market actions taken by
those who have received training (e.g., installations)
arecomparedwithoutcomesofmarketactions
takenby thosewhohavenotreceived training.

Unlike the training initiatives described above the
segment support programs are designed to improve
energy efficiency by providing consulting exper-
tise to specific organizations (e.g., municipalities,
schools, hospitals,industries,etc.)tohelpthem
identify cost effective energy efficiency investments
andimplement them.Theoutcomemeasures of
interest for these initiatives isnot abetter educated
and more qualified workforce but an accelerated
rate of adoption of energy efficient technology by
specific organizations. Inother words, the effect of
the segment support programs isnot toimprove the
knowledge of the organizations thatare being served
by EE specialists, it is to use the efforts of these spe-
cialists to overcome institutional barriers that im-
pede adoption of more energy efficient technologies
in organizations. This sort of program is particularly
challenging to evaluate because very little about the
implementation of the program can come under the
control of the evaluator. That is, it is difficult to craft
atrue experimental design that can be practically
implementedinthe contextofsucha program.
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To assess the impact of segment support programs
one must:

¢ Identify the market segments that should be or
are being targeted (e.g., municipal governments,
state governments, universities and colleges,
school systems, forest products, mining, mineral
extraction, real estate, etc.) and the organiza-
tions inside those segments that have significant
potential for energy efficiency improvements.
The purpose of this task is to identify the poten-
tialtargets oftheprogram.Thisinformationis
useful bothindirectingthew orkoftheenergy
efficiency solutions providers and in assessing the
extentwhich theireffortsarebeingdirectedat
highvaluetargetsforevaluation purposes.

¢+ Estimate theeffectiveness of theservice delivery
system inovercoming barriers to the identifica-
tionandadoptionofenergy efficient technol-
ogy. This is a very challenging problem. Energy
savings potential will vary dramatically from
sector tosector and within sector from organiza-
tion to organization. Moreover, the service can
only be delivered to organizations that volun-
teertoacceptitanditisundoubtedly thecase
that organizations that volunteer are inherently
more likely to identify and implement energy
efficiency improvements thanthosethatdo
not. Correspondingly, itwill be very difficult to
identify organizations toserve ascontrol groups
for purposes of identifying the effectiveness of
the program. Probably the best way toestablish
control groups for the segment support programs
is to divide up the service area geographically and
make segment support available to some areas
and not toothers. In this way it would be possible
tocomparetheratesatwhich organizationsof
different types are implementing energy efficien-
cy improvements for the different geographical
locations.
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So for example, if there are 50 municipalities in
oneareaand50inanother,andsegment sup-
portisonly offered inoneareaandnotinthe
other, it would be possible to compare the rates
atwhich the municipalities in the different areas
are implementing energy efficiency improvement
plans aswell asthe resulting savings. Any effort
toquantify the effectiveness in the absence of the
establishment of such a control group will be sub-
ject to selection effects and therefore will produce
abiasedestimateoftheeffect of theprogram.

+ Estimate theuplift in energy efficiency that
results from providing assistance. Plans thatare
actually implemented will usually incorporate re-
bates orincentive payments and the calculations
required to obtain these incentives can be used
to estimate the resulting energy savings. It should
be possible to assess the claimed savings result-
ing from the plans made by organizations and if
necessary to verify theaccuracy of those claims.
Themagnitudeof theupliftmustbejudgedin
terms of the increase in energy savings over and
above the savings thatoccur in locations where
the segment support programs are not offered.

5.1 - Protocol 1:
Define the Situation

The first step in research design is to develop aclear
understandingofthepurposeoftheevaluation

research and the context in which it isbeing carried
out. In general, it isexpected that the evaluator and
project manager for the behavioral intervention will
work collaboratively to answer the questions raised

in this protocol. So, the application of this protocol

isactually ataskinwhich thepartieswhoarecar-
rying out and evaluating the training program work
collaboratively to literally define the research design.

5. Evaluating Training/Capacity Building Programs

Describe the Capacity Building Program:

* Type of Program —Training or Segment
Support

¢+ The target population (i.e., in the case of train-
ing identify market actors that are targeted, in
the case of segment support identify the specific
marketsegmentsthatarebeingtargeted)

¢+ The behavior(s) that is/are targeted for modifica-
tion (e.g., design practices, system specification,
building design, construction practices, installa-

tion, operations, organizational decisions, etc.)

¢+ The mechanism(s) thatis/are expected tochange
behavior (e.g. education, feedback, training,
indoctrination,organizationalchangeetc.)

¢+ Whether presentation of the hypothesized behav-
ioral change mechanism(s) is/are under the con-
trol of the evaluator (i.e.,, whether the evaluator
can decide which members receive the behavior
change mechanism and which donot)

¢+ The outcomes that will be observed (i.e, adop-
tion of technology, adoption of practices, sales of
efficient technology, energy consumption, rebate
requests, information system access attempts).

Theanswerstotheabovequestionsshouldbeno
more than a page in length each and should describe
the behavioral program insufficient detail to permit
discussion of the experimental design alternatives
with stakeholders.

While all of the above questions are important for

identifying anappropriate research design for a be-
havioral outcome evaluation, none are more impor-
tant than question no. 4-i.e., whether the exposure
to the behavior change mechanism can be brought

under the evaluator’'s control. If the presentation of
the treatment can be controlled, then it is possible
to employ true experiments and reach definitive

conclusions about the effectiveness of the behavioral
mechanism atrelatively low cost. Ifitis not possible
tocontrolthepresentationofthetreatment, then
it will be necessary to evaluate the program using
quasi-experimental techniques which are inherently
less reliable than the true experiments and rest on
assumptions that may or may not be tenable.
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Exposure tothe treatment may be outside the evalu-
ator’s control for avariety of reasons. For example,
the program may have already been implemented
orbeunderway whentheevaluatorisfirstintro-
duced to the problem. So, the treatment may have
already been presented tothe target audience. Itis
also sometimes the case thatregulators prescribe the
delivery of treatments - requiring that all eligible
parties receive a given behavioral treatment (e.g.,
access to training); and sometimes utility manage-
ment are reluctant to deprive parties who are seek-
ing access to behavioral programs - either because
they do not want todisappoint them or because they
want to achieve maximum effect of the behavioral
intervention. These and other considerations may
limit the control of the delivery of the experimental
treatment of subjects inimpact evaluations. The type
of and robustness of the experimental design that
can be implemented depend entirely on the extent
of control the evaluator hasover the assignment of
subjects to treatments.

Program managers and other stakeholders often re-
sist controlling the delivery of treatment to custom-
ers. They suspect or know that depriving customers
of treatments they desire can create an unpleasant
customer experience that may cause problems for
them and their superiors. So it will often be neces-
sary toeducatethesepartiesabouttheneed for

Ability to Control

Able to randomize presentation of treatment—mandatory
assignment of subjects to treatment and control conditions
Able to deny treatment to volunteers —mandatory assignment
of volunteers to treatment and control conditions

Able to delay treatment to volunteers —mandatory assignment
of volunteers to treatment and control conditions

Able to randomly encourage subjects to

accept treatment

Able to assign subjects to treatment based on qualifying
interval measurement (e.g., income, usage, building size, etc.)
Unable to assign subjects to treatments

5. Evaluating Training/Capacity Building Programs

controlled experiments;andtoconvincethem to
accept the highest level of control possible. For this
reasonitisappropriateandnecessary toplanto
carry out the work required toimplement Protocol 1
collaboratively with the project manager. Theanswer
to the question that follows is critical to the eventual
design of the evaluation and will in large measure
govern theusefulness of the study results.

Table 5-1 identifies the level of control you believe
is possible in assigning the treatment to subjects
and why.

Provide a brief discussion of factors that
led you to this conclusion.

This discussion should not exceed five pages and
should carefully state your reasons for concluding
that your level of control isas indicated in section
5.1.4. The purpose of this element of the protocol
istodemonstratethattheevaluationteamhas
carefully analyzed the design of the program inan
effort to identify opportunities to create randomized
experimental groups and has reached their deci-
sionon thelevelof controlbased onagood faith
effort to attempt to achieve maximum control over
the assignment of subjects to treatment and control
groupsandthatyouandyourclientunderstand

the consequences of the level of control you have
identified.

Appropriate Experimental Design

Randomized Controlled Trial (RCT)

RCT using recruit and deny tactic

RCT using recruit and delay tactic
Randomized Encouragement Design (RED)

Regression Discontinuity Design (RDD)

Quasi-experimental designs
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5.2 - Protocol 2:
Describe the Outcome Variables
to be Observed

Among other things, Protocol 1 (Section 5.1.1)
requires the evaluator todescribe the behaviors that
are to be modified by the intervention. Observations
of two basic outcomes will be required -behavior
changesandenergy savings.Behaviorsofinter-
est will vary with the design of the intervention.

For example, the training for HVAC contractors is
designed to change several very specific behaviors
carried out by sales and installation technicians -
procedures used to estimate equipment size require-
ments, proceduresusedtoselect thesizeofcoils,
procedures used to establish air flow and several
otheractivities. For other training programs the
behaviors of interest may be different. For segment
support programs offering EE solutions, the behav-
iors will be very different -including changes in the
behavior of organizations such asadopting energy
efficiency investment plan and operating plans and
investments in recommended energy efficiency

investments.

In Protocol 2, the evaluator isrequired to explicitly

describethemeasurementsthatwillbeusedto

observe the behaviors of interest before, during and
after exposure to the intervention. There are two
broad categories of measurements that arise in the
context of evaluating behavioral interventions - ob-
servations of behavior oractions taken in response

tointerventions and observations of the impacts of
theintervention on energy consumption.

Protocol 2 consists ofaseriesof questionsthatare
designed toproduce anexhaustive list of outcomes
that will be measured in the evaluation. As discussed
earlier, this list may evolve iteratively if the initial
evaluationdesignandthebudget requiredto
assess all of the treatments and outcomes of interest
exceeds what is available, and therefore not every-
thing of interest may be pursued.

5. Evaluating Training/Capacity Building Programs

In general, this protocol is designed to identify all
of the different types of physical measurements that
mustbetakeninorder toassesstheimpactsofthe
behavioral intervention. These measurements might
include:

¢ Measurements from tracking systems recording
the progress of marketing efforts indicating who
received program offers, what channels the offers
were transmitted through, how many offers were
sent, what content they received and if and when
they responded to the offers.

¢+ Records of participation in rebate and other
programs that may identify actions taken by
subjects in response tothe program

¢ Measurements from surveys of consumers
or other market actors taken before and after
exposure to treatments.

* Measurements from tests given to trainees before
and after exposure to training.

¢+ Measurement of energy consumption before,
during and after treatment for treatment and

control groups
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5. Evaluating Training/Capacity Building Programs

Please describe the behavioral outcomes of interestin the study, the operational definitions that

willbe usedto measure them.

Complete Table 5-2 in asmuch detail as possible describing all of the behavioral and energy savings outcomes

that are expected to occur asa result of the program along with operational definitions of each outcome.

Table 5-2: Table Caption

Behavioral Outcome

Operational Definition

Training Programs
e.g. HVAC Installation Contractor
Training Program
Improved performance in carrying out
best practices in calculating system size
requirements and applying other technical
and non-technical practices involved in
installation.

Behavior Measures
Comparison of actual work before and after training or
treated and control trainees,

- written test of trainee knowledge before and after training,
comparison of knowledge and opinions (as measured by
test) of trainees and comparison group

Training Programs
Energy savings resulting from
improved performance from
training

Savings Measures
Comparison ofaverage SEERofsystemsinstalled by
treatment and control groups before and after training
Estimated annual, monthly, hourly energy savings given
average SEER difference

Estimated difference in peak kW if any by hour
Other energy consumption measurements

SegmentSupport Programs
e.g.EE solutions support
to Municipal Governments

Behavior Measures
Rate of acceptance ofassistance in treatment groups
Expressedinterestin assistance forcontrol groups
Comparison of rate of adoption ofdifferentty pes of
energy efficiency solutions (e.g., energy efficiency plans,
financial analysis, management presentations, measures
adopted) for treatment and control groups

SegmentSupport Programs
Energy savings resulting
from solutions

Savings Measures
Comparison of annual energy consumption for treatment
and control organizations before and after treatment
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5.3 -Protocol 3:
Delineate Sub-segments of Interest

Capacity Building programs are sometimes targeted at multiple audiences (e.g., trades or disciplines in the case
of training programs and market segments in the case of EE solutions segment support programs). If there is a
desire to understand how the program affects different market segments, it is important to recognize these dif-
ferent segments during the design process. Protocol 3 requires the evaluator to identify all of the segments that
are of interest in thestudy.

Complete the following table in asmuch detail aspossible describing all of the segments thatare of interest

in the evaluation. Be careful to limit the segments tothose that can be observed for both the treatment and
control group before subjects are assigned to treatment groups. For example, itis possible to determine in ad-
vance of treatment whether aperson working in agiven HVAC contracting firm is a sales agent or an installer.
This might be auseful segmentation variable, asthere issome evidence that these two disciplines approach the
installation of new equipment differently. Itisalso important tolimit the number of segments so that30-100
observations can be taken within each segment and treatmentlevel.

Please describe all of the segments that are of interestin the study.

In Table5-3, please use one line for each segment of interest.

Segments of Interest

Training Programs
(e.g., different jobs, different sized organizations, different business types, etc.)

SegmentSupport Programs
(e.g., different types of organizations (municipal governments, school systems, state government
departments), different industries (forestproducts, light manufacturing, etc.)
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5.4- Protocol 4:
Define the Research Design

Protocol 4isdesigned to guide the experimental design process by asking evaluators to answer key questions
designed toidentify the theoretically correct design, aswell as the practical realities thatconfront real-world
social experim entation. When completing these questions, itmay be useful to refer to Section 5 of this docu-
ment asaguide to selecting the experimental design thatbest supports thetreatments, objectives, and practical
realities associated with the specific experiment under consideration.

Please answer the following questions.

Please use Table 5-4 to complete your answers.

Table 5-4: Questions on Behavior Measures

Behavior Energy Consumption
Question Measures Measures

Will pre-treatment data be available?

Does the appropriate data already exist on all
subjects, or do measurements need to taken in
order to gather pre-treatment data?

How long of a pre-treatment period of data collection
is required?

Is a control group (or groups) required for the
experiment?

Is it possible to randomly assign observations
to treatment and control groups?

Using the framework outlined in Chapter 4, describe the evaluation research design that

willbe used during the evaluation.

This description should explain what type of research design will be used (e.g., RCT, RED, Regression Discon-
tinuity, Non-Equivalent Control Groups, Within Subjects, etc.) Itshould describe the treatment groups and
control groups and anysegmentation (e.g., by trade or industry group) that is contemplated. In the case of true
experiments, the design should be presented inatable of the kind presented in Section 5.2.2 where treatments
are described on the column headings and segments are described on the rows. If random assignment is either
inappropriate orimpossible to achieve, the description should explicitly discuss how suitable comparison
groups will be identified orhow the design otherwise provides acomparison that allows an assessment of the
impact of the treatment on behavior and energy consumption.
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5.5 - Protocol 5:
Define the Sampling Plan

Once the appropriate experimental design has been
selected, a sample plan must be developed. Obvi-
ously, experimental design and sampling go hand in
hand. While anin depth discussion of sample design
would lead us far afield of the focus of research
design, there are certain critical issues that have to
be addressed in any sample design used tostudy the

impactsofbehavioralinterventions.They are:

¢+ Aretheresultsoftheresearchintendedtobe
extrapolated beyond the experimental setting to
a broader population (e.g., all parties involved in
the installation of HVAC systems in the region
served by IESO)?

¢ Are there sub-populations (strata) for which
precise measurements are required (e.g., sales

agents and installation technicians)?

+ Whatistheabsoluteminimum]levelofchange
in the dependent variable(s) thatis meaningful
from aplanning perspective (e.g., 1.5SEER point
improvement in performance ofinstalled HVAC
systems)?

+  How much samplingerroris permissible
(e.g., +or-.1 SEER point)?

¢+ How much statistical confidence is required for
planning purposes (e.g., 90%)?

¢+ Arepre-treatmentdataavailableconcerning
outcome variable(s) of interest?

Theanswerstotheabovequestionswillgreatly

influence the design of the samples to be used in the
study. They cannot and should not be answered by

the sampling statistician. The answers to these ques-
tions must be informed by the policy considerations.
Theyhavetobemadeby thepeoplewhowilluse
the information to make decisions given theresults.

Once these requirements have been developed, a
samplingexpertcanthendeterminethesample

composition and sizes needed to meet the

requirements.

5. Evaluating Training/Capacity Building Programs

Defining the Target Customer Population

Oftenitwillnotbenecessary toextrapolatethe
results of the experiment to alarger population of
interest. That is, it may not be necessary to general-
izetheresultsfromagivenexperimentaltestofa
training program to all possible parties who might
be exposed to it. Instead, the purpose of the experi-
mentmay simply betoobservetheeffectof the
treatment on the population of parties who were ex-
posed to it. In this case it is not necessary to sample
observations from the entire population of possible
participants.

However, if the results of the experiment are to

be statistically extrapolated toalarger popula-

tion outside the experiment, then itis necessary to
draw arepresentative (ie, random) sample from
the available population, and thesample has to be
structured sothat itis possible to calculate meaning-
ful estimates of the population level impacts using
appropriate sampling weights. Tocalculate weights
for purposes of extrapolation, it isnecessary tohave
alistofthemembersofthepopulation ofinterest,
tosample randomly from that list before assigning
customers totreatment and control conditions, and
tocarefully observe anyselection effects that might
emerge in the sampling process so that the extrapo-
lationcanbeadjustedtotakeaccount of them.

If precise measurements are needed for specific sub-
populations (e.g., certain trades or organizations
in different industries), then it may be necessary to
over-sample these customers to ensure thatenough
observationsarepresentinrelevantcellstopre-
cisely estimate the impacts of the treatment. These
are called sampling strata or blocks asdescribed in
Section 3.
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Precision of the Estimates

A critical requirement in developing a sample design
for any sort of experiment is a clear understanding
of the minimum threshold of difference (between
treatedandnottreated customers)thatis consid-
ered meaningful from thepointof view of those
who will be using the results in program planning.
Asdiscussedbelow,thesizeofthedifferencethat
will be considered to be meaningful has profound
implications for the required sample size. In general,
thesmaller thedifferencethatmustbedetected,
the larger the sample size (of treatment and control
group customers) needed to detect it. If the cost of
the program is known or can be estimated, it is pos-
sible to identify the minimum change in energy use
that would be required to justify investment in it.
For example, suppose a5% reduction in energy use
would be required tojustify investment in a given
training programinorder for thebenefits toout-
weigh the costs. The sample sizes for treatment and
control conditions should be set sothat adifference
of atleast 5% can be reliably detected 80-95% of the
time. A related issue that also influences thesizes of
samples required in anexperiment isthe quantity
of sampling error that is tolerable from the point of

view of planning.

Inanalyzing the results obtained from a statisti-
cal experiment, itis possible tomake two kinds of
inferential errors arising from the fact thatone is
observing samples. One can incorrectly conclude
that there is a difference between the treatment and
controlgroupswhenthereisn't one(becauseof
sampling variation). This iscalled aType Ierror. Or
one can incorrectly conclude that there isn’ta differ-
ence when in fact there is one. This is called at Type
Il error. The challenge in designing experimental
samples is to minimize both types of errors. This is
done by choosing sample sizes that minimize the
likelihood of theseerrors.

5. Evaluating Training/Capacity Building Programs

Typel-Statistical Significance
or Confidence

Itis possible to calculate the likelihood of commit-
ting a Type lerror from information concerning the
inherent variation inthe population of interest (the
variance), therequired statistical precision (as de-
scribed above), and the sample size. This probability
— called alpha -is generally described as the level
of statistical significance or confidence. Itis often
set to 5% so that the sample size for the experiment
issuchthatthereisnomorethan5%chance(one
chance in 20) of incorrectly concluding that there

is a difference between the treatment and control
group of agiven magnitude, when there really isn't
one. However, asin the case of statistical precision,
the selection of alpha is subjective; it depends on the
experimenter’s taste for risk. It could be set to 1% or
10% or any other level with attendant consequences
for confidence in theresults. For trainingand
segment support studies, it should probably be set
to 5%.
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Type Il — Statistical Power

Typell error is theconverseof Typel error —
concluding that the treatment made no difference
when in fact it did. For a given population variance,
specified level of statistical precision and sample size,
the probability of incorrectly concluding that there
isn’ta difference when indeed there is adifference is
determined by the choice of alpha (the probability
of making a Type lerror). All other things equal, the
lower theprobability ofmakinga Typelerror, the
higher theprobabilityofmakinga Typellerror.In
other words, fora given sample size, the more sure
wewanttobethatwearenotincorrectlyfindinga
statistically significant difference, the less sure we can
be that we have missed a statistically significant differ-
ence.Thelikelihood ofmakinga Ty pellerror can
be calculated foragiven experiment and generally
decreases as sample size increases. The likelihood of
avoiding a Type Ilerror is generally referred to asthe
statistical power of the sample design. The statisti-
cal power used in calculating required sample sizes
for experiments is subjective and, in modern times,
has generally been set atabout 90%. That s, it is set
sothatonly onetimein ten will theexperimenter
incorrectly conclude that there isn’ta difference of a
specified magnitude when indeed there is one. For
Capacity Building experiments, statistical power
should probablybeset at90%.

The analysis approach used to estimate impacts can
alsohaveasignificantimpactonsamplesizes.For
example,sampling canbemuch morestatistically
efficient if the effect(s) of the treatment(s) are being
measured as differences (e.g., pre-test, post-test) of
ratios or as regression estimators. This is true because
the variance of these parameters in populations under
study is usually quite abit smaller than the variance
of theraw variables,and thesmallertheinherent
variance of the measurements of interest, the smaller
the required sample size. Asdiscussed below, panel
regression methods with pre-test, post-test experi-

mental designs can significantly reduce sample sizes.

5. Evaluating Training/Capacity Building Programs

Please answer the following questions

pertainingto sample planning:

1. Arethe measurementsfrom the experiment to
be extrapolated to a broader population?

a. Ifyes, indicate whether thesamplewill be
stratified and what variables will be used in the
stratification.

b. Ifno, describe the list of parties from which the
samplingwill beobtained.

2. Areprecise measurementsrequired
for sub-populations of interest?

a.If yes, describe the sub-populations for which
precise measurements aredesired.

3. What is the minimum threshold of difference
that mustbe detected by the experiment?

4. What is the acceptable amount of sampling error
or statistical precision and acceptable level of
statistical confidence (i.e., 90%, 95%, 99%)?

5. Will participants berandomly assigned to
treatment and control conditions or varying
levels of factors under study?

a. If yes, do you expect subjects toselect
themselves into the treatment condition?

b. Ifso,how willyoucorrectfor thisselection
process in the analysis and sample weighting?

6. If subjectswillnotbe randomlyassigned to
treatment and control conditions or varying
levels of factors under study:

a. Describe the process that willbeused to select
customers for the treatment group(s).

b. Describe the process that will be used to select
customers for the control group, and explain
why this is thebest available alternative for cre-
ating anon-equivalent control group.

7. If no control groupis used, explain how the
change in the outcome variables of interest will
be calculated.

Please indicate the proposed sample sizes
(within the treatment cells) for the study.

If experiments are contemplated (true or quasi-
experiments) please use the table format provided
in 4.2.2 to describe the distribution of sample
across treatment cells and strata.
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5.6- Protocol 6:
Identify the Program Recruitment Strategy

Most capacity building programs will require outreach to the community of eligible participants to recruit
them to participate in training or support programs. Ataminimum, the evaluation must carefully describe the
recruiting process used toattract program participants.

Please answer the following questionsin Table 5-5 regarding the recruiting process and its outcome.

Question Answer

) o o e.g., participants must be actively employed HVAC sales
Describe the eligibility criteria i ) o ) :
or installation technicians with more than 5 years of experience
for the program . .
in the industry

What is th i f eligibl
at. |s.t ¢ estlma.ted number of eligible e.g., 10,000 total (sub-groups unknown)
parties in the region under study

How were participants recruited to the e.g., flyers were mailed to all currently licensed HVAC

program contractors in the region

e.g., yes, because of limited availability ¥ of interested
Were participants randomly assigned parties were randomly admitted into the program in the first
to treatment and control conditions yearandthe reminder was askedto wait for training until

the following year

If there were sampling strata indicate e.g. 100 sales technicans in treatment, 100 HVAC installers

the number of participants recruited in treatment, 100 sales technicians in control and 100 HVAC

into each strata and group technicians in control

Itis sometimes the case that multiple recruiting processes are being tested during the evaluation program and
that one of the objectives of the evaluation istoevaluate recruitment strategy alternatives and identify themost
cost-effective approach for purposes of program design, taking into consideration both the number of enrollees
aswell as the average savings per customer.

If different recruitingstrategies arebeingtested as part of the program please answer the following questions:

¢+ Describe each of the recruiting options that are being tested in the program including how potential par-
ticipants are being identified, how they are being contacted, what they being told, whether they are being
offered incentives and any other pertinent information.

¢+ Describe the research design thatis being used toassess theeffectiveness of alternative recruiting strategies
including: the type of experimental design being employed (e.g.,, RCT, RED), how customers are sampled for
therecruitmentandhow many potential participantsarebeingselected for eachrecruitingtest.

¢+ Describe how theresults of therecruiting strategy tests willbeanalyzed statistically.
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5. Evaluating Training/Capacity Building Programs

5.7- Protocol 7:
Identify the Length of the Study

Inevaluating abehavioral intervention itis impor-
tanttounderstand theexpected timerequiredto
carry out the various aspects of the intervention, the
expected onset time for the effect of the treatment
and its expected persistence after initial treatment.
These considerations will determine the length of
time that isrequired to assess the impact of the
treatment and thereby determine thelength of time
for which the situation mustbe observed.

Please answer the following questions

pertaining to the experimental time frame.

1. Isit possible to observe the impacts of the treat-
ment for at least twoyears?

2. Ifno,how willthepersistenceoftheeffect be
determined?

3. Do pre-treatment data for the relevant variables
already exist or must time be allowed to obtain
pre-treatmentdata?

4. If pre-treatment data do not already exist, how
long must the pre-treatment period be to support
the experimental objectives?

5. Ifpre-treatmentdatadonotalready exist,can
theexperimentbeconducted usingonly post-
treatment data, and what adjustments tosample
design will be required toemploy apost-test-only
design?

6. What is the expected amount of time required for
subjects to receive and understand the informa-
tion being provided to them?

7. What is the expected amount of time needed
by subjects to implement behavioral changes in
response to theinformation provided?

10.

11.

What is the minimum amount of time the
effect of thetreatmentmust persist to

cost-justify investment on the part of the utility?

If the duration of the experiment is shorter than
the expected persistence of the treatment how
willthedeterminationbemadeastowhether
the effect of the feedback persists long enough to
be cost effective?

How much time is needed between when the
research plan is completed and approved, and
when treatments are in place for experimental
participants?

How much time isrequired between when the
final data are obtained from the experimental

observationsandwhentheanalysiscanbe
completed?
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5.8 - Protocol 8:
Identify Data Requirements and Collection Methods

Please complete the following table identifying the data requirements and data collection methods for each data
element required in the evaluation. The table describes three types of data —energy consumption data, data
describing thebehaviors in question and other data.

Table 5-6 should be completed for as many measurements that will be taken during the course of the study.
Forexample,iftheSEER of aninstalled ACunitistobecollectedaspartoftheevaluationthenitshouldbe
described under energy consumption. The description of the variable should include a definition of the variable
in sufficient detail as to permit third parties to understand what the measurement is. Itshould describe the
frequency with which the measurement will be taken. For electricity consumption, the variable might be once
ortwice(asinthecaseof SEERmeasurements), oritmightbemonthly, hourly orevenmomentarilyin the
case of electricity consumption or demand. The method of measurement should describe how the data will be
collected in as much detail asisrequired to explain the data collection process. Ifutility billing data will be used
it is sufficient to describe the source and the intervals at which the data will be collected. Ifend-use metering
or other measurement procedures are employed, then the technology as well as installation and data collection
protocols should be described.

Energy Consumption
Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Behaviors of Interest
Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Other Data

Description of Variable
Frequency of measurement
Method of Measurement

Issues and Solutions

Behavior data isinformation describing the impact of the program on target behaviors. Examples of behavior
data that might be appropriate for training programs include: classroom tests of knowledge, skills or abilities
before and after training, observations of actions taken by trainees before and after training (e.g., installa-

tions or operating condition). Behavior data for segment support might include interviews with organization

members concerning the impacts of the segment support program offerings on the operations of the target and

control organization.

Other data includes all kinds of other data thatmight be useful in evaluating the impacts of the training or
segment support programs including: weather data, data describing the response of the market to the program
offering and market data describing theconditions in themarket before, during and after the behavioral inter-
vention has taken place.
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In recent years significant efforts have been undertaken to develop and test different

information feedback strategies to cause customers to adjust their behavior related to

energy consumption.

A wide variety of techniques have been developed
or are under development including: normative
comparisons designed topresent consumers with a
comparison of their household energy use with that
of other households; in home display devices that
are intended to inform consumers of their energy
consumption in near real time; adaptive thermostats
that are capable analyzing the energy use related
habits of consumers and adapting household sys-
tems to those habits and soon.

In some cases these interventions have been shown
to be effective. However, what works on one popu-
lation doesn’t necessarily work on another and
variations in the technical design ofin home devices
makes it impossible to infer the performance of all
devices from tests conducted on one of them. There-
fore, there is theneed tocarry out robust testing on
feedback techniques todetermine whether they are
effective and if so whether the impacts they produce
arejustified in light of the costs.

6.1 - Protocol 1:
Define the Situation

The first step in research design is to develop a clear
understandingofthepurposeoftheevaluation

research and the context in which it is being carried
out. In general, it isexpected that the evaluator and
project manager for the behavioral intervention will
work collaboratively toanswer the questions raised
in this protocol. So, the application of this protocol

is actually atask in which the parties who are carry-
ing out and evaluating the feedback program work

collaboratively to literally define the research design.

Describe the Feedback Program(s) to be tested:

* Type of Program — Type of feedback (e.g., neighbor
comparison, IHD, HAN, etc.)

' Thetargetpopulation (e.g. households or
businesses —if these target populations have
specific characteristics thatwill narrow the
population of interest down from all customers

such as usage thresholds or SIC categories they
should be described in detail)

¢+ The behavior(s) that is/are targeted for modifica-
tion (e.g., thermostat settings, useoflighting,
time of use, website access, acceptance of home
energy audits or other services, etc.)

¢+ The mechanism(s) that is/are expected to change
behavior (e.g. normative comparisons, cognitive
dissonance, commitment, etc.)

* Whether presentation of the hypothesized
behavioral change mechanism(s) is/are under
thecontroloftheevaluator (i.e., whether the
evaluator can decide which members receive the
behavior changemechanismand/or when)

¢+ The outcomes that will be observed (i.e., accep-
tance of treatment, energy use related behaviors,
purchasing behavior, energy consumption, tim-
ing of energy consumption).

Theanswerstotheabovequestionsshouldbeno
more than a page in length each and should describe
the behavioral program insufficient detail to permit
discussion of the experimental design alternatives
with stakeholders.
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While all of the above questions are important for

identifying anappropriate research design for a be-
havioral outcome evaluation, none are more impor-
tant than question no. 4 -i.e., whether the exposure
to the behavior change mechanism can be brought

under the evaluator’s control. If the presentation of
the treatment can be controlled, then it is possible
to employ true experiments and reach definitive

conclusions about the effectiveness of thebehavioral
mechanism atrelatively low cost. Ifitis not possible
tocontrolthepresentation ofthetreatment, then
it will be necessary to evaluate the program using
quasi-experimental techniques which are inherently
less reliable than the true experiments and rest on
assumptions that may or may not be tenable.

Exposure tothe treatment may be outside the evalu-
ator’s control for a variety of reasons. For example,
increasingly feedback devices such asIHDs, HAN
systems, and Optimizing Thermostats are being sold
over the counter and through theinternet directly to
consumers. Itisimpossible to control who obtains
such devices and therefore impossible torandomly
assigncustomerstotreatmentor controlgroups.
It might be possible torandomly assign encour-
agement to customers, but thatwould be difficult
toorchestrate.Itisalsosometimes thecasethat
regulators prescribe the delivery of treatments -
requiring that all eligible parties receive a given
behavioral treatment (e.g., access to website infor-

mation concerning energy consumption and energy

Ability to Control

Able to randomize presentation of treatment —mandatory
assignment of subjects to treatment and control conditions

Able to deny treatment to volunteers —mandatory assignment

of volunteers to treatment and control conditions

Able to delay treatment to volunteers —mandatory assignment

of volunteers to treatment and control conditions

Able to randomly encourage subjects to accept treatment

6. Protocols for Evaluating Feedback Programs

saving tips); and sometimes utility management are
reluctant to deprive parties who are seeking access

tobehavioral programs - either because they do not
wanttodisappointthem orbecausetheywantto
achieve maximum  effect of the behavioral interven-

tion. These and other considerations may limit the

controlofthedelivery oftheexperimentaltreat-
mentofsubjectsinimpactevaluations. Thetype
of and robustness of the experimental design that

can be implemented depend entirely on the extent

of control the evaluator has over the assignment of

subjects to treatments.

Program managers and other stakeholders often re-
sist controlling the delivery of treatment to custom-
ers. They suspect or know that depriving customers
of treatments they desire can create an unpleasant
customer experience that may cause problems for
themand their superiors.Soit will oftenbeneces-
sary toeducate these parties about the need for
controlledexperiments;andtoconvincethemto
accept the highest level of control possible. For this
reasonitisappropriateandnecessary toplanto
carry out the work required toimplement Protocol 1
collaboratively with the project manager. The answer
to the question that follows is critical to the eventual
design of the evaluation and will in large measure
govern the usefulness of the study results.

In Table6-1, identify the level of control you believe is
possiblein assigning the treatment to subjects and why.

Appropriate Experimental Design

Randomized Controlled Trial (RCT)

RCT using recruit and deny tactic

RCT using recruit and delay tactic

Randomized Encouragement Design (RED)

Able to assign subjects to treatment based on qualifying interval

measurement (e.g., income, usage, building size, etc.)

Unable to assign subjects to treatments

Regression Discontinuity Design (RDD)

Quasi-experimental designs
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Provide a briefdiscussion of factors that

led you to this conclusion.

This discussion should notexceed five pages and
should carefully stateyour reasons for concluding
that your level of control is asindicated in section
6.1.4. The purpose of this element of the protocol is
todemonstrate that theevaluation team has carefully
analyzedthedesignoftheprograminaneffortto
identify opportunities tocreate randomized experi-
mental groups and hasreached their decision on the
level of control based on agood faith effort to attempt
to achieve maximum control over the assignment of
subjects to treatment and control groups and that you
and your client understand the consequences of the
level of control you haveidentified.

6.2 Protocol 2:

Describe the Outcome Variables
to be Observed

Among other things, Protocol 1 (Section 6.1)
requires the evaluator todescribe the behaviors that
are to be modified by the intervention. Observations
of several basic outcomes will be required. These
include:

¢+ The acceptancerateoffeedback;
¢+ Changes in appliance acquisition behavior;
¢+ Changes in energy use related behavior; and

¢+ Changesinotherbehaviors(e.g., knowledge,
opinions and attitudes).

Specific behaviors of interest will vary with the
design of the intervention. For example, some feed-
backtechniquesareprovidedtoallcustomersby
default. This is virtually always the case with written
normative comparisons. In other cases, customers
may be offered feedback technology azero cost or
reduced cost and make the decision whether or not
to accept it. These two very different deployment
strategies require the collection of very different out-
come measures for measuring customer acceptance.

In Protocol 2, the evaluator is required to explic-
itly describe the measurements that will be used

toobserve the behaviors of interest before, during

and after exposure to the intervention. Protocol 2

consists of aseries of questions thatare designed

to produce an exhaustive list of outcomes that will

be measured in the evaluation. As discussed earlier,

this list may evolve iteratively if the initial evaluation

designandthebudgetrequiredtoassessallofthe

treatments and outcomes of interest exceeds what

is available, and therefore not everything of interest

may be pursued.

In general, this protocol is designed to identify all
of the different types of physical measurements that

mustbetakeninorder toassesstheimpactsofthe

behavioral intervention. These measurements might

include:

Measurements from tracking systems recording
the progress of marketing efforts indicating who
received program offers, what channels the offers
were transmitted through, how many offers were
sent, what content they received and if and when
they responded to the offers.

Records of participation in rebate and other pro-
grams that may identify actions taken by subjects
inresponseto the program

When enabling devices are used — measurements
of device activation rates and reasons for activa-
tion failure

Measurements from surveys of consumers or

other marketactorstakenbeforeandafter
exposure to treatments.

Measurements of drop-out rates and reasons for
departingthe program.

Measurement of energy consumption before,

during and after treatment for treatment and
control groups
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Please describe the behavioral outcomes of interestin the study, the operational definitions

that willbe used to measure them.

Complete Table 6-2in asmuch detail as possible describing all of the behavioral and energy savings outcomes

that are expected tooccur asaresult of the program along with operational definitions of each outcome. The

table shows anexample of the level of detail thatisrequired for feedback experiments involving Normative

Comparisons and Feedback.

Behavioral Outcome

Norm ative Comparisons
Customer acceptance
Energy related knowledge,
skill and opinions

Appliance acquisitionbehaviors
Energy use related behavior.

Norm ative Comparisons
Energy savings resulting from
providing normative comparisons

Other Feedback Strategies
(i.e., IHD, HAN Optimizing Thermostats)

Customer acceptance

Device commissioning

Device utilization

Energy related knowledge,

skill and opinions

Appliance acquisitionbehaviors
Energy use related behavior
Usability

Persistence

Other Feedback Strategies
(i.e., IHD, HAN Optimizing Thermostats)

Energy savings resulting from
providing technology

Website
Customer acceptance
Website access
Website utilization
Opinions aboutwebsite
Energy related knowledge,
skill and opinions
Energy use related behavior
Usability
Persistence

Operational Definition

Behavior Measures

* Customer subscription rate (for opt-in delivery) and opt-out rate
(for default delivery)from tracking system

o Surveys of treatment and control customers’ knowledge, skills and
opinions, reported appliance acquisition behavior and reported
energy use related behavior before and after treatment

Savings Measures
Observeddifferencesinmonthly orannual energyconsumption
and demand (kWh, therms) for treatment and control groups before
and after treatment from biling systems

Behavior Measures
Customer acceptance rate from tracking system
Device commissioning rate from MDMS orothertracking system
Interviews/focus groups with customerservice agents
Interviews with customers regarding commissioning problems
Surveys of treatment customers regarding satisfaction with
acquisition/installation process
Surveys of treatment customers and control customers’ knowledge,
skills and opinions, reported appliance acquisitionbehaviorand
reported energy use related behavior before and after treatment
Focus groups with treatment customers regarding usability and
persistence

Savings Measures
Observeddifferencesinmonthly orannual energy consumption
and demand (kWh, therms) for treatment and control groups before
and after treatment from biling systems

Behavior Measures

- Website accessfrom tracking system
Page views from tracking system
Return rate from tracking system
Focus groups with customers regarding usability
Surveys of treatment customers regarding satisfaction with
website content and performance
Surveys of treatment customers and control customers’ knowledge,
skills and opinions, reported appliance acquisitionbehaviorand
reported energy use related behavior before and after treatment
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6.3 -Protocol 3:
Delineate Sub-segments of Interest

Feedback programs aresometimes targeted at
multiple audiences (e.g., customers on time vary-

ing rates, disadvantaged customers, customers with
certain heating or cooling devices, etc.). If there is
adesire to understand how the program affects dif-
ferent market segments, itisimportant torecognize
these different segments during the design process.
Protocol 3requires the evaluator toidentify all of

thesegments that areofinterestinthe study.

Complete the following table in as much detail as
possible describing all of the segments that are of
interestintheevaluation.Becarefultolimitthe
segmentstothosethatcanbeobserved forboth
the treatment and control group before subjects are
assigned totreatment groups. For example, itis pos-
sible to determine in advance of treatment whether
ahousehold ison arate that qualifies for a discount

6.4 - Protocol 4:
Define the Research Design
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orifitisontimevaryingrates.Itisnot possibleto
determinetheapproximateannualincomeofthe
household. The former are good candidates for strat-
ification, whilethelater areisnot.Itisalsoimpor-
tanttolimitthenumber ofsegmentssothat30-100
observations can be taken within each segment and
treatment level.

Please describe all of the segments that are of

interestinthe study.

Please use one line for each segment of interest in
Table 6-3.

Segments of Interest

IHD, HAN, Optimizing Thermostats,
(e.g., rates, usage categories, assisted
customers, etc.)

Website
(e.g., Current MyAccount customers, engaged
customers, behavioral segments etc.)

Protocol 4isdesigned to guide the experimental design process by asking evaluators to answer key questions

designed toidentify the theoretically correct design, aswell as the practical realities that confront real-world

social experim entation. When completing these questions, itmay be useful to refer to Section 4 of this docu-
ment asaguide to selecting the experimental design thatbest supports thetreatments, objectives, and practical

realities associated with the specificexperiment under consideration.

Please answer the following questions.

Please use Table 6-4 to complete your answers.

Question

Will pre-treatment data be available?

Does the appropriate data already exist on all subjects, or do

Behavior Energy Consumption

Measures Measures

measurements need to taken in order to gather pre-treatment data?

How long of apre-treatment period of data collectionisrequired?

Is a control group (or groups) required for the experiment?

Is it possible to randomly assign observations to treatment and

control groups?
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Using the framework outlined in Chapter 4,
describe the evaluationresearch design that
willbe used during the evaluation.

Thisdescriptionshouldexplainwhattypeofre-
search design will be used (e.g., RCT, RED, Regres-
sion Discontinuity, Non-Equivalent Control Groups,
WithinSubjects, etc.)It should describethetreat-
ment groups and control groups and any segmen ta-
tion (e.g., customer type, usage category, etc.) thatis
contemplated. In the case of true experiments, the
design shouldbepresentedinatableofthekind
presented in Section 4.2.2 wheretreatments are
described on the column headings and segments
are described onthe rows. Ifrandom assignment is
either inappropriate orimpossible toachieve, the
description should explicitly discuss how suitable
comparison groups will be identified or how the
design otherwise provides acomparison that allows
anassessmentoftheimpactofthetreatmenton
behavior and energy consumption.

6.5 - Protocol 5:
Define the Sampling Plan

Once the appropriate experimental design has been
selected, a sample plan must be developed. Obvi-
ously, experimental design and sampling go hand in
hand. While anin depth discussion of sample design
would lead us far afield of the focus of research
design, there are certain critical issues that have to
be addressed inany sample design used tostudy the
impactsofbehavioralinterventions.They are:

¢+ Aretheresultsoftheresearchintendedtobe
extrapolated beyond the experimental setting to
a broader population (e.g., all households eligible
to receive the technology inthe region served by
IESO)?

¢+ Are there sub-populations (strata) for which
precise measurements are required (e.g., usage
categories or othersegments)?

6. Protocols for Evaluating Feedback Programs

¢+ What is the absolute minimum level of change
in the dependent variable(s) that is meaningful
from a planning perspective (e.g.,, 5% reduction
in electricity or gas consumption)?

¢+ How much samplingerror is permissible
(e.g., +or—1%)?

¢+ How much statistical confidenceis required for

planning purposes (e.g., 90%)?

¢+ Arepre-treatment dataavailable concerning

outcome variable(s) of interest?

Theanswerstotheabovequestionswillgreatly

influence the design of the samples to be used in the
study. They cannot and should not be answered by

the sampling statistician. The answers to these ques-
tions must be informed by the policy considerations.
Theyhavetobemadeby thepeoplewhowilluse
the information to make decisions given theresults.

Once these requirements have been developed, a
samplingexpertcanthendeterminethesample

composition and sizes needed to meet the

requirements.

Defining the Target Customer Population

Often it willnot be necessary toextrapolate the
resultsoftheexperimenttoalargerpopulation of
interest. Thatis, it may not be necessary to generalize
the results from a given experimental test of a tech-
nology to all possible parties who might be exposed
toit. With large scale feedback technologies targeted
at the general market, extrapolation isan important
consideration. However, in testing emerging technol-
ogies like IHDs, HAN devices and Websites, thoughts
about extrapolation are futile. Virtually anyone who
agrees to participate in a test of anew technology is
anearly adopter and there isno reason to believe that
impacts of technology on this market segment foretell
how the technology will be taken up in the general
market.So,itis possiblethatin many cases thepur-
pose of the experiment will simply be toobserve the
effect ofthetreatmenton thepopulationofparties
who were exposed toit. In this case it is not necessary
to sample observations from the entire population of
possible participants.
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However, if the results of the experiment are to

be statistically extrapolated toalarger popula-

tion outside the experiment, then itis necessary to
draw arepresentative (ie, random) sample from
the available population, and thesample has to be
structured sothat itis possible to calculate meaning-
ful estimates of the population level impacts using
appropriate sampling weights. Tocalculate weights
for purposes of extrapolation, it isnecessary tohave
alistofthemembersofthepopulation ofinterest,
tosample randomly from that list before assigning
customers totreatment and control conditions, and
tocarefully observe anyselection effects that might
emerge inthe sampling process so that the extrapo-
lationcanbeadjusted totakeaccount of them.

If precise measurements are needed for specific
sub-populations (e.g., customer types or size cat-
egories), then itmay be necessary to over-sample
these customers to ensure that enough observations
are present in relevant cells to precisely estimate the
impacts of the treatment. These are called sampling
strata or blocks as described in Section 3.

Precision of the Estimates

A critical requirement in developing a sample design
for any sort of experiment is a clear understanding
of the minimum threshold of difference (between
treatedandnottreated customers)thatis consid-
ered meaningful from thepointof view of those
who will be using the results in program planning.
Asdiscussedbelow,thesizeofthedifferencethat
will be considered to be meaningful has profound
implications for the required sample size. In general,
thesmaller thedifferencethat mustbedetected,
the larger the sample size (of treatment and control
group customers) needed to detect it. If the cost of
the program is known or can be estimated, it is pos-
sible to identify the minimum change in energy use
that would be required to justify investment in it.
For example, suppose a5% reduction in energy use
would be required to justify investment in a given
training program in order for the benefits to out-
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weigh the costs. The sample sizes for treatment and
control conditions should be set sothat adifference
of atleast 5% can be reliably detected 80-95% of the
time. A related issue that also influences thesizes of
samples required in anexperiment is the quantity
of sampling error that is tolerable from the point of
view of planning.

Inanalyzing the results obtained from a statisti-
cal experiment, itis possible tomake two kinds of
inferential errors arising from the fact that one is
observing samples. One can incorrectly conclude
that there isa difference between the treatment and
controlgroupswhenthereisn't one(becauseof
sampling variation). This iscalled aType Ierror. Or
one canincorrectly conclude that there isn’ta differ-
ence when in fact there is one. This is called at Type
Il error. The challenge in designing experimental
samples is to minimize both types of errors. This is
done by choosing sample sizes that minimize the
likelihood of theseerrors.

Type | - Statistical Significance or Confidence

Itis possible to calculate the likelihood of commit-
ting a Type Ierror from information concerning the
inherent variation inthe population of interest (the
variance), therequired statistical precision (as de-
scribed above), and the sample size. This probability
—called alpha -is generally described as the level
of statistical significance or confidence. Itis often
set to 5% so that the sample size for the experiment
issuchthatthereisnomorethan5%chance(one
chance in 20) of incorrectly concluding that there

is a difference between the treatment and control
group of agiven magnitude, when there really isn’t
one. However, asin the case of statistical precision,
the selection of alpha is subjective; itdepends on the
experimenter’s taste for risk. It could be set to 1% or
10% or any other level with attendant consequences
for confidence in theresults. For trainingand
segment support studies, it should probably be set
to 5%.
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Type Il — Statistical Power

TypellerroristheconverseofTypelerror—con-
cluding thatthe treatment made no difference when
in factit did. For a given population variance, speci-
fied level of statistical precision and sample size,
the probability of incorrectly concluding that there
isn’ta difference when indeed there is adifference is
determined by the choice of alpha (the probability
of making a Type lerror). All other things equal, the
lower theprobabilityofmakinga Typelerror, the
higher the probability of making a Type II error. In
other words, foragiven sample size, the more sure
wewanttobethatwearenotincorrectly findinga
statistically significant difference, the less sure we
can be that we have missed a statistically significant
difference. The likelihood of making aType Il error
can be calculated for agiven experiment and gener-
ally decreases as sample size increases. The likeli-
hood of avoiding a Type Il error is generally referred
to as the statistical power of the sample design. The
statistical power used in calculating required sample
sizes for experiments is subjective and, in modern
times, has generally been set atabout 90%. That is,
itissetsothatonly onetimeintenwilltheexperi-
menter incorrectly conclude thatthere isn’t adiffer-
ence of aspecified magnitude when indeed there is
one. For Capacity Building experiments, statistical
power should probably beset at 90%.

The analysis approach used to estimate impacts can
also have asignificant impact on sample sizes. For
example, sampling canbe much more statistically
efficient if the effect(s) of the treatment(s) are being
measured as differences (e.g., pre-test, post-test)
ofratiosorasregressionestimators. Thisistrue
because the variance of these parameters in popula-
tions under study is usually quite abit smaller than
the variance of the raw variables, and the smaller the
inherent variance of the measurements of interest,
the smaller the required sample size. As discussed
below, panel regression methods with pre-test, post-
test experimental designs can significantly reduce
sample sizes.

Please answer the following questions pertainingto

sample planning:

1.

Arethe measurements from the experiment to be

extrapolated to a broader population?

. Ifyes, indicate whether thesample will be strati-

fied and what variables will be used in the stratifi-
cation.

Ifno, describe the list of parties from which the
sampling will beobtained.

. Are precise measurementsrequired for sub-

populations of interest?

.If yes, describe the sub-populations for which

precise measurements are desired.

. What is the minimum threshold of difference that

mustbe detected by the experiment?

. What is the acceptable amount of sampling error

or statistical precision and acceptable level of
statistical confidence (i.e., 90%, 95%, 99%)?

. Will participants berandomly assigned to treat-

ment and control conditions or varying levels of
factors under study?

. If yes, doyou expect subjects toselect themselves

into thetreatment condition?

. Ifso,how willyou correct for thisselection

process in the analysis and sample weighting?

. If subjects willnotbe randomly assigned to

treatment and control conditions or varying
levels of factors under study:

. Describe the process that will beused to select

customers for the treatment group(s).

. Describetheprocessthatwillbeusedtoselect

customers for the control group, and explain why
this is the best available alternative for creating a
non-equivalent control group.

. If no control groupis used, explain how the

change in the outcome variables of interest will
be calculated.

Please indicate the proposed sample sizes

(withinthe treatment cells) for the study.

Ifexperimentsarecontemplated (trueor quasi-

experiments) please use the table format provided

in 4.2.2 to describe the distribution of sample across

treatment cells and strata.
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6.6 - Protocol 6:
Identify the Program Recruitment Strategy

Sometimes feedback programs are operated onan opt-in basis. That is, the treatment is given only to volun-
teers. When this is true, the recruitment strategy can affect the outcome of the evaluation. Ataminimum, the
evaluationmust carefully describetherecruitingprocessusedtoattractprogram participants.

Please answer the following questionsin Table 6-5 regarding the recruiting process and its outcome.

Question Answer

e.g., households in single family dwellings located

Describe the eligibility criteria for the program S
in climate zones X and Y

What is the estimated number of eligible parties

. . e.g., 1 milion
in the region under study 2

How were participants recruited to the program e.g., flyers were mailed to all currently eligible households

e.g., yes, because of limited availability Y2 of interested
Were participants randomly assigned to parties were randomly admitted into the program in the
treatment and control conditions first year and the reminder was asked to wait for training
until the followingyear

If there were sampling strata indicate the number of e.g. 500 customers were sampled in each of
participants recruited into each strata and group 4 sampling strata

Itis sometimes the case that multiple recruiting processes are being tested during the evaluation program and
thatone of the objectives of the evaluation istoevaluate recruitment strategy alternatives and identify themost
cost-effective approach for purposes of program design, taking into consideration both the number of enrollees
as well as the average savings per customer.

If different recruitingstrategies arebeingtested as part of the program please answer the following questions:

¢+ Describe each of the recruiting options that are being tested in the program including how potential par-
ticipants are being identified, how they are being contacted, what they being told, whether they are being
offered incentives and any other pertinent information.

¢+ Describe the research design thatis being used toassess theeffectiveness of alternative recruiting strategies
including: the type of experimental design being employed (e.g.,, RCT, RED), how customers are sampled for
therecruitmentandhow many potential participantsarebeingselected for eachrecruitingtest.

¢+ Describe how theresults of therecruiting strategy tests willbe analyzed statistically.
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6.7 - Protocol 7:
Identify the Length of the Study

Inevaluating abehavioral intervention itis impor-
tanttounderstand theexpected timerequiredto
carry out the various aspects of the intervention, the
expected onset time for the effect of the treatment
and its expected persistence after initial treatment.
These considerations will determine the length of
time that isrequired to assess the impact of the
treatment and thereby determine thelength of time
for which the situation mustbe observed.

Please answer the following questions
pertaining to the experimental time frame.

1. Isit possible to observe the impacts of the treat-
ment for at least twoyears?

2. Ifno,how willthepersistenceoftheeffect be
determined?

3. Do pre-treatment data for the relevant variables
already exist or must time be allowed to obtain
pre-treatmentdata?

4. If pre-treatment data do not already exist, how
long must thepre-treatment period be to support
the experimental objectives?

5. Ifpre-treatmentdatadonotalready exist,can
theexperimentbeconducted usingonly post-
treatment data, and what adjustments tosample
design will be required to employ apost-test-only
design?

6. What is the expected amount of time required for
subjects to receive and understand the informa-
tion being provided to them?

10.

11.

What is the expected amount of time needed
by subjects to implement behavioral changes in
response to theinformation provided?

Whatistheminimumamountoftimetheef-
fect of the treatment must persist to cost-justify
investment on the partof the utility?

If the duration of the experiment is shorter than
the expected persistence of the treatment how
willthedeterminationbemadeastowhether
the effect of the feedback persists long enough to
be cost effective?

How much time is needed between when the
research plan is completed and approved, and
when treatments are in place for experimental
participants?

How much time is required between when the
final data are obtained from the experimental
observations and when the analysis canbe com-
pleted?
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6.8 - Protocol 8:
Identify Data Requirements and Collection Methods

Please complete Table 6-6 identifying the data requirements and data collection methods for each data element
required in the evaluation. The table describes three types of data—energy consumption data, data describing
thebehaviors in question and other data.

Table 6-6 should be completed for as many measurements that will be taken during the course of the study.
For example, if electric and gas consumption are to be collected as part of the evaluation then they should

be described in separate entries under energy consumption. The description of the variable should include a
definition of thevariable insufficient detail astopermit third parties tounderstand what the measurement
is. It should describe the frequency with which themeasurement will be taken. For electricity consumption,
the variable might be monthly, hourly or even momentarily in the case of electricity consumption or demand.
The method of measurement should describe how the data will be collected inasmuch detail asisrequired to
explain the data collection process. Ifutility billing data will be used itis sufficient todescribe the source and
theintervals atwhich the data will be collected. Ifend-use metering or other measurement procedures are
employed, then the technology as well asinstallation and data collection protocols should be described.

Energy Consumption Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Behaviors of Interest
Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Other Data

Description of Variable
Frequency of measurement
Method of Measurement

Issues and Solutions

Behavior dataisinformation describing the impact of the program on target behaviors. Examples of behavior data
that might be appropriate for feedback programs might include: reported recent history of appliance purchases,
an inventory of energy saving actions taken since the start of the behavioral intervention, perceptions and
opinions about energy use, reported conversations among the family or with neighbors about energy consump-
tion, etc..

Other dataincludesallkindsofother datathatmightbeusefulinevaluatingtheimpactsofthefeedback
programs including: weather data,data describing theresponse of the market to the program offering and market
data describing the conditions in the market before, during and after the behavioral intervention has taken place.
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7. Protocols for Evaluating Education/Awareness Campaigns

Education and awareness campaigns are designed to change behavior or facilitate

change in behavior by providing information to consumers.

Such campaigns assume that consumers are reason-
ing beings who use information about the conse-
quences of their actions toformulate and undertake
actions (behaviors) to achieve desired outcomes.
There are very well developed social science theories
expressing the causal relationship between percep-
tion,belief, intentionand action.Thatis, thereare
well developed theories about how opinions are
shaped and how opinions shape behavior. These
theories--generally referredtounder thehead-
ing of Reasoned Action Theories--holdthatitis
possible to educate people about the consequences
of their actions,makethem aw areoftheextentto
which their actions are normatively acceptable and
encourage them toformulate intentions tobehave in
amanner thatismoreinlinewith positiveconse-
quences and more normatively acceptable. Through
thiscausal chain,consumersandother actorsin
theenergy marketareexpected tochangetheir
behavior. Of course, the underlying social science
theories can be much more complicated than this,
but in broad outline terms, they all share these basic
tenants.

Education and awareness campaigns have been in
existence in the energy policy arena for atleast four
decades. Indeed, the first efforts to systematically
change energy use related behavior were primarily
education campaigns. These early efforts focused on
informing consumers of the availability of energy
efficient technology alternatives, of the economic

benefits of energy efficiency and conservation, of
the societal consequences of energy consumption
and soon. They were carried outby government and
utilities under the assumption thatonce consumers
knew the facts they would behave appropriately.

Educationandawareness campaignscanhavea
wide variety of goals. They can be designed tocause
widespread changes in energy consumption. For ex-
ample, in 2001 in California serious power shortages
createdtheneedfor dramaticreductionsinelec-
tricity consumption on the part of businesses and
households. During thatperiod, the California state
government, in partnership with utilities and local
governments implemented awide spectrum public
education and awareness campaign designed toen-
courage consumers tolower their energy consump-
tion overall —and in particular on hot summer days.
This campaign consisted of newspaper, television
and radio advertising, bill inserts and other special-
ized marketing collateral designed to explain the
seriousness of the situation, inform consumers of
the offer to reduce electric bills by 20% for consum-
ers who lowered their consumption (year on year)
by20%,and providethem with tipsabout how to
reduce their energy use.



53 Protocols for Evaluating Behavioral Programs

This Flex Your Power campaign was relatively large
involving about $45 million in paid and earned
advertising over atwo year period. However, there
are many examples of more modest efforts designed
to accomplish less ambitious goals. For example, in
California small and medium sized commercial and
industrial firms are being defaulted to time of use
rates between November of2012 and November of
2014. Anintensive education/awareness campaign
isbeing used to inform customers when they will be
defaulted and of the actions they can take tolower
their costs either by reducing their energy consump-
tionoverallorby restrictingtheir useduringthe
peak hours in the afternoon. This is arelatively small
and focused education effort thateach year involves
educating about 150,000 customers, costing only a
few million dollars each year.

Education and awareness campaigns canbe
targeted atall levels of society. They can be national
campaigns such as DOE’s Energy Star Program,
campaigns carried out by state and local govern-
ments asdescribed above, campaigns focused on
individual organizations or businesses —even cam-
paigns focused onschoolsandneighborhoods.

One can imagine a very large number of examples
of education and awareness campaigns with differ-
ing goals, messages, target audiences and contact
strategies. However, the critical evaluation questions
that must be answered for virtually all of these
campaigns arethesame. Namely,

¢+ What werethe beliefs, opinions, attitudes,
intentions and behaviors of the target audience
prior toexposure totheeducation orawareness

campaign;

+ What werethe beliefs, opinions, attitudes,
intentions and behaviors of the target audience
after exposure to the education or awareness
campaign; and most importantly

¢+ Did theeducation campaign causeany
observable change in the beliefs, opinions,
attitudes,intentionsandbehaviors?
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Beyond these basic questions itis possible toaddress
anumber of other interesting and important ques-
tionsinthecontextofevaluatinganeducationor

awareness campaign. Theseinclude:

¢+ What combinations of message, format and
channel were most effective in educating or
informing important market segments?

¢+ Did the education campaign have animpact on
targeted customers’ belief that their behavior was
normatively acceptable?

¢+ Did exposure to theeducation campaign increase
the likelihood that consumers expressed the
intention to engaged in desired energy use related
behavior?

¢+ Did exposure to the education campaign increase
the likelihood that consumers engaged in desired
energy use relatedbehavior?

While the ultimate objective of education and
awareness campaigns may be tocause achange

in energy consumption on the part of the target
population by providing education, it is very dif-
ficult to conclusively demonstrate acausal connec-
tion between attitude change and behavior change.
The causal linkage between education and action is
mitigated through anumber of important interven-
ing factors that can significantly interfere with the
expression of desired energy use related behavior.
Forexample,itispossiblethatatarget consumer
receives theintended education and that theeduca-
tion has the desired effect of causing the consumer
tointend toexhibit anenergy conserving behavior,
but that the consumer is prevented from doing so by
circumstances in the market (e.g., lack of resources
or controlofthesituation).For thisreason,itmay
bedifficultorimpossibletodirectly quantify the
impact of behavior change achieved in this manner
on energy consumption.
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7.1 Protocol 1: Define the Situation

The first step in research design is to develop a clear
understandingofthepurposeoftheevaluation

research and the context in which itis being carried
out. In general, it isexpected that the evaluator and
project manager for the behavioral intervention will
work collaboratively to answer the questions raised
in this protocol. So, the application of this protocol

is actually ataskin which the parties who are carry-
ing out and evaluating the feedback program work

collaboratively to literally define the research design.

Describe theEducation or Awareness Program(s) to
be tested:

¢+ The underlying behavioral science theory linking
theinformationthatistobetransmittedtothe
outcome behavior of interest (e.g., Theory of Rea-
soned Action diagram describing beliefs thatare
to be changed, social reinforcements that are to
be given (if any), intentions that are to be affected
ifany and outcomebehaviorsof interest.)

¢ The target population(s) (e.g. household heads,
children, business leaders, employees, etc.) - if
thereisageographiccatchment within which
education or awareness istobe achieved it should
be specified (i.e, city,state, nation, business,
neighborhood, etc.)

¢+ The information that is to be imparted to the
target population (e.g., impacts of energy use
on climate, cost of wasting energy, options for
reducing energy consumption while maintaining
comfort, benefits of changing timing of demand
etc.)

¢+ The behavior(s) that is/are targeted for modifica-
tion (e.g., thermostatsettings, useoflighting,
time of use, website access, acceptance of home
energy audits or other services, etc.)

7.Protocols for Evaluating Education/Awarenss Campaigns

¢+ Whether presentation of the educational material
isunder thecontrol of the evaluator (i.e., whether
the evaluator can decide who receives theeduca-
tional material and/or when)

¢+ The outcomes that will be observed (e.g. aware-
ness of messages, acceptance of messages, belief
about normative support for action, expressed
intention toengage in desired behavior, change
in energy use, etc.).

Theanswerstotheabovequestionsshouldbeno
more than a page in length each and should describe
the behavioral program in sufficient detail to permit
discussion of the experimental design alternatives
with stakeholders.

While all of the above questions are important
for identifying an appropriate research design for
abehavioral outcome evaluation, none are more
important than question no.4 -ie., whether the
exposure to thebehavior change mechanism can
be brought under the evaluator’s control. If the
presentation of the educational treatment can be
controlled, thenitispossibletoemploy true
experiments and reach definitive conclusions about
the effectiveness of the behavioral mechanism at
relatively low cost. Ifitis not possible to control the
presentation of the treatment, then it will be neces-
sary to evaluate the program using quasi-experi-
mental techniques which are inherently less reliable
than the true experiments and rest on assumptions
that may or may not betenable.

The challenge in evaluating the effects of wide
spectrum educational campaigns isthat such cam-
paigns are often carried out within media markets
and itisimpossible to restrict educational messages
to customers within markets. However, Ontario is
servedbyabout13mediamarketssoconducting
educational campaigns in different randomly chosen
media markets could provide apowerful platform
for testingtheimpacts ofeducation campaigns.
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Exposure tothe treatment may sometimes fall out-
side the evaluator’s control. For example, it is often
the case that education or awareness campaigns
are carried out in emergencies or are required by
law or good administrative practice. It may not be
appropriate torandomly withhold advance notice
to customers in emergencies or to those that will
experience arate change that might cause them to
experience high bills that could have been avoided
with advanced notice. Such situations will challenge
the research designers and project managers since
the robustness of the experimental design that can
be implemented depends entirely on the extent of
controltheevaluatorhasover theassignmentof
subjects to treatments.

Ability to Control

Able to randomize presentation of treatment —mandatory
assignment of subjects to treatment and control conditions

Able to deny treatment to volunteers —mandatory assignment
of volunteers to treatment and control conditions

Able to delay treatment to volunteers — mandatory assignment
of volunteers to treatment and control conditions

Able to randomly encourage subjects to accept treatment

Able to assign subjects to treatment based on qualifying
interval measurement (e.g., income, usage, building size, etc.)

Unable to assign subjects to treatments
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Program managers and other stakeholders often
resist controlling thedelivery of treatment to
customers. They suspect or know that depriving cus-
tomers of education could create an unpleasant cus-
tomer experience thatmay cause problems for them
andtheirsuperiorsinthefuture.Soitwill oftenbe
necessary toeducatethesepartiesabouttheneed
for controlled experiments; and to convince them
to accept the highest level of control possible. For
this reason itis appropriate and necessary to plan to
carry out the work required toimplement Protocol 1
collaboratively with the project manager. Theanswer
to the question that follows is critical to the eventual
design of the evaluation and will in large measure
govern the usefulness of the study results.

In Table 7-1, identify the level of control you believe
ispossibleinassigningthetreatmenttosubjects
and why.

Appropriate Experimenta Design

Randomized Controlled Trial (RCT)

RCT using recruit and deny tactic

RCT using recruit and delay tactic
Randomized Encouragement Design (RED)
Regression Discontinuity Design (RDD)

Quasi-experimental designs

Provide a briefdiscussion of factors that led you to this conclusion.

This discussion should not exceed five pages and should carefully state your reasons for concluding that your

level of control is asindicated in section 7.1.4. The purpose
that the evaluation team has carefully analyzed the design

of this element of the protocol is to demonstrate
of the program in an effort to identify opportuni-

ties tocreate randomized experimental groups and has reached their decision on the level of control based

on agood faith effort to attempt to achieve maximum control over the assignment of subjects to treatment

and control groups and thatyou and your client understand theconsequences of thelevel of control you have

identified.
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7.2 - Protocol 2:
Describe the OQutcome Variables
to be Observed

Among other things, Protocol 1 (Section 8.1)
requires the evaluator todescribe the behaviors that
are to be modified by the intervention. Observations
of several basic outcomes will be required. These
include:

+ Beliefs and opinions related to energy
consumption;

¢ Beliefs about what is normatively appropriate
energy use related behavior;

¢ Beliefs about whether their energy use related

behavior is normatively appropriate;

¢+ Perceptionsofenergy userelatedbehaviors
of others;

¢+ Attitudes about energy consumption, comfort,

convenience, etc.;

v Awarenessoftheeducationandaw areness

messages;

¢+ Awareness of channels through which messages
were transmitted;

¢+ Reported energy userelated behaviors

¢+ Household/business energy use.

Specific behaviors of interest will vary with the de-
sign of the intervention. For example, interventions
that are created in response to emergency conditions
may focus on changing perceptions of the emergen-
cy conditions (e.g. drought, supply disruptions) and
appropriate behaviors while other interventions may
focus on perceptions of longer range issues such as
climate change or reliability.
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In Protocol 2, the evaluator is required to explic-
itly describe the measurements that will be used
toobserve the behaviors of interest before, during
and after exposure to the intervention. Protocol 2
consists of aseries of questions thatare designed

to produce an exhaustive list of outcomes that will
be measured in the evaluation. As discussed earlier,
this list may evolve iteratively if the initial evaluation
designandthebudgetrequiredtoassessallofthe
treatments and outcomes of interest exceeds what
is available, and therefore not everything of interest

may be pursued.

In general, this protocol is designed to identify all
of the different types of physical measurements that
mustbetakeninorder toassesstheimpactsofthe
behavioral intervention. These measurements might
include:

¢ Measurements from surveys of consumers or
other market actors taken before and after expo-
sure to education campaigns;

¢+ Measurements from tracking systems recording
the details of the education campaign includ-
ing when populations were exposed to educa-
tion materials, what channels the messages were
transmitted through, how many messages were
sent and what content wasused;

¢+ Records of responseto programs (ifappropriate);

¢ Measurement of energy consumption before,
during and after treatment for treatment and

control groups



57 Protocols for Eveluating Behevioral Programs 7.Protocols for Evaluating Education/Awarenss Campaigns

Please describe the behavioral outcomes of interestin the study, the operational definitions

that willbe used to measure them.

Complete Table 7-2 in asmuch detail as possible describing all of the behavioral and energy savings outcomes
that are expected tooccur asaresult of the program along with operational definitions of each outcome. The
table shows anexample of the level of detail thatisrequired for feedback experiments involving Normative
Comparisons and Feedback.

Table 7-2: Behavioral Outcome and Operational Definition

Behavioral Outcome Operational Definition

Beliefs About Own Energy Consumption Behavior Measures

Beliefsand opinions related to energy consumption;
. Attitudes about energy consum ption, comfort,
convenience, etc.;
Beliefs about whether subject’s energy use related
behavioris socially normal;
- Awareness of the education and other r
elated messages;
- Awareness of channels through which messages
were transmitted;

Surveys questions about beliefs held by subjects
about their energy use before and after exposure
to the educational treatment for treatment and
control customers

Beliefs about Normative Energy Consumption
Beliefs about what is normatively appropriate
energy use relatedbehavior;

Perceptions of energy use related behaviors
of others;

Behavior Measures
Surveys questions about beliefs held by subjects
about what energy use related behavior and
opinions are normatively correct before and
after exposure to the educational treatment for
treatment and control customers

Reported Energy Use Related Behavior
Reported intention to take actions to reduce
energy consumption

Reported appliance purchases
Reported thermostat settings

Reported use of lighting and other appliances

Behavior Measures
Surveys questions about reported energy use
related behaviors before and after exposure
to the educational treatment for treatment and
control customers

Energy Use
Energy savingsresulting from providing technology

Savings Measures
Observed differences in monthly or annual energy
consumption and demand (kWh, therms) for
treatment and control groups before and after
treatment from biling systems
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7.3 -Protocol 3:
Delineate Sub-segments of Interest

Education/Awareness programs are sometimes tar-
geted at multiple audiences (e.g., customers on time
varying rates, disadvantaged customers, custom-

erswith certainheatingor coolingdevices, etc.).
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sible to determine in advance of treatment whether
a household is on a rate that qualifies for a discount
orifitison timevaryingrates.Itisnotpossible
to determine the approximate annual income of

a household. The former are good candidates for
pre-stratification, while the later are not. Itisalso
important to limit the number of segments so that

If there is a desire to understand how the program atleast afew hundred observations can be taken

affects different market segments, itis important to within each segment and treatmentlevel.

recognize these different segments during the design Please describe all of the segm ents that are of

process. Protocol 3requires the evaluator toidentify _ .
interestinthe study.

allofthesegmentsthatareofinterestinthestudy.
In Table?7-3, please use one line for each segment of

interest.

Table 7-3: Segments of Interest

Segments of Interest

Complete the following table in as much detail as
possible describing all of the segments that are of
interestintheevaluation.Becareful tolimit the
segmentstothosethatcanbeobserved forboth
the treatment and control group before subjects are

assigned to treatment groups. For example, itis pos-

7.4 - Protocol 4:
Define the Research Design

Protocol 4isdesigned to guide the experimental design process by asking evaluators to answer key questions
designed toidentify the theoretically correct design, aswell as the practical realities that confront real-world
social experimentation. When completing these questions, itmay be useful to refer to Section 4 of this docu-
ment asaguide to selecting the experimental design thatbest supports thetreatments, objectives, and practical
realities associated with the specific experiment under consideration.

Please answer the following questions.

Please use Table 7-4 to complete your answers.

Table 7-4: Behavior and Energy Consumption Measures

Behavior Energy Consumption

Question Measures

Measures

Will pre-treatment data be available?

Does the appropriate data already exist on all subjects, or do
measurements need to taken in order to gather pre-treatment data?

How long of a pre-treatment period of data collectionisrequired?

Is a control group (or groups) required for the experiment?

Is it possible to randomly assign observations to treatment and
control groups?
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Using the framework outlined in Chapter 4 describe
the evaluation research designthat willbe used
during the evaluation.

Thisdescriptionshouldexplainwhattypeofre-
search design will be used (e.g., RCT, RED, Regres-
sion Discontinuity, Non-Equivalent Control Groups,
WithinSubjects, etc.)It should describethetreat-
ment groups and control groups and any segmen ta-
tion (e.g., customer type, usage category, etc.) thatis
contemplated. In the case of true experiments, the
design shouldbepresentedinatableofthekind
presented in Section 5.2.2 wheretreatments are
described on the column headings and segments
are described onthe rows. Ifrandom assignment is
either inappropriate orimpossible toachieve, the
description should explicitly discuss how suitable
comparison groups will be identified or how the
design otherwise provides acomparison that allows
anassessmentoftheimpactofthetreatmenton
behavior and energy consumption.

7.5 - Protocol 5:
Define the Sampling Plan

Once the appropriate experimental design has been
selected, a sample plan must be developed. Obvi-
ously, experimental design and sampling go hand in
hand. While anin depth discussion of sample design
would lead us far afield of the focus of research
design, there are certain critical issues that have to
be addressed inany sample design used tostudy the
impactsofbehavioralinterventions.They are:

¢+ Aretheresultsoftheresearchintendedtobe
extrapolated beyond the experimental setting to
a broader population (e.g., all households eligible
to receive the education in the region served by
IESO)?

+ Will measurements of behavior change involving
surveying be taken for only a subset of treatment
and control customers?
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¢+ Are there sub-populations (strata) for which
precise measurements are required (e.g., usage
categories or other segments)?

¢+ What is the absolute minimum level of change
in the dependent variable(s) that is meaningful
from aplanning perspective (e.g., 5% increase
in expressed positive opinions related to saving
energy)?

¢+ How much samplingerror is permissible
(e.g., +tor—1%)?

¢+ How much statistical confidenceis required for
planning purposes (e.g.,, 90%)?

¢+ Arepre-treatment dataavailable concerning
outcome variable(s) of interest?

Theanswerstotheabovequestionswillgreatly
influence the design of the samples to be used in the
study. They cannot and should not be answered by
the sampling statistician. The answers to these ques-
tions must be informed by the policy considerations.
Theyhavetobemadeby thepeoplewhowilluse
the information to make decisions given theresults.
Once these requirements have been developed,

a samplingexpert can then determine the
sample composition and sizes needed to meet

the requirements.
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Defining the Target Customer Population

With large scale educational interventions targeted
atthe general market, extrapolation isanimportant
consideration. Itwill almost certainly be necessary
insuchinterventionstostudy samplesoftreated
and control group customers and to make inferences
about the impacts of the educational intervention
basedonthedifferencesbetweenthesesamples.
Correspondingly it will be necessary to draw rep-
resentative (ie., random) samples from the treated
and control groups in such away as to permit cal-
culation of meaningful estimates of the population
level impacts using appropriate sampling weights.
To calculate weights for purposes of extrapolation,
itisnecessary tohavealistofthemembersofthe
treated and control group populations, tosample
randomly from those lists and to carefully observe
any selection effects that might emerge in the
sampling process so that the extrapolation can be
adjusted to take account of them.

If precise measurements are needed for specific
sub-populations (e.g., customer types or size cat-
egories), then it will be necessary to over-sample
these customers to ensure that enough observations
are present in relevant cells to precisely estimate the
impacts of the treatment. These are called sampling
strata or blocks as described in Section 3.

Precision of the Estimates

A critical requirement in developing a sample design
for any sort of experiment is a clear understanding
of the minimum threshold of difference (between
treatedand controlgroup customers)thatis con-
sidered meaningful from the point of view of those
who will be using the results in program planning.
Asdiscussedbelow, thesizeofthedifferencethat
will be considered to be meaningful has profound
implications for the required sample size. In general,
thesmaller thedifferencethatmustbedetected,

the larger thesample size (of treatment and con-
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trol group customers) needed to detect it. Because
changes in attitudes and beliefs often result in small
ornegligiblechangesinenergy consumptionin
the short run itis difficult to directly translate such
changes into cost effectiveness calculations using
energy savings. So itis notreally possible to directly
identify detection thresholds for attitude change
for purposes of setting sample sizes (asitis when
designing samples to detect a change in energy

consumption).

Correspondingly it is probably more appropri-
ateto fall back onto conventional expectations for
statistical precision and power thatare used in social
science investigations. By convention, we recom-
mend thatall samples used in measuring changes in
beliefs and attitudes related toeducation programs
be designed to produce nomore than plus or minus
10% sampling error. Thatis, the sample sizes should
be selected so that achange of atleast 10% in survey
measurements isrequired to consider theeducation
program effective.

Inanalyzing the results obtained from a statisti-
cal experiment, itis possible tomake two kinds of
inferential errors arising from the fact that one is
observing samples taken from the populations of
interest. One can incorrectly conclude that there
isa difference between the treatment and control
groups when there isn’t one (because we are observ-
ingsamples).Thisis calleda Typelerror—also
known as alpha. Or one can incorrectly conclude
that there isn’t a difference when in fact there is one.
Thisiscalledat Typellerror—alsoknownasbeta.

The challenge in designing experimental samples

is to minimize both types of errors. This is done by
choosing sample sizes that simultaneously minimize
their likelihoods.
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Typel-Statistical Significance or Confidence

Itis possible tocalculate the likelihood of commit-
tingaTypelerror frominformation concerning
the inherent variation in the population of interest
(the variance), the allowed sampling precision (as
described above +/-5%), and the sample size. This
probability is generally described asthe level of
statistical significance or confidence. It is often set to
5% so that the sample size for the experiment is such
that there is no more than 5% chance (one chance in
20) of incorrectly concluding that there is a differ-
ence between the treatment and control group of
agiven magnitude, when there really isn’'tone. Be
careful not to confuse the sampling precision (+-5%)
with the probability of Type Ierror 5%. They are not
thesamething. However,asinthecaseofstatisti-
cal precision, the selection of alpha is subjective; it
depends on theexperimenter’s taste for risk. Itcould
be set to 1% or 10% or any other level with attendant
consequences for confidence in the results. For stud-
ies of the impact of education, itshould probably be
set to5%.

Type Il — Statistical Power

TypellerroristheconverseofTypelerror—con-
cluding thatthe treatment made no difference when
in factit did. For a given population variance, speci-
fied level of statistical precision and sample size,
the probability of incorrectly concluding that there
isn’ta difference when indeed there is adifference is
determined by the choice of alpha (the probability
of making a Type Ierror). All other things equal, the
lower theprobability ofmakinga Ty pelerror, the
higher the probability of making a Type II error. In
other words, foragiven sample size, the more sure
wewanttobethatwearenotincorrectly findinga
statistically significant difference, the less sure we
can be that we have missed a statistically significant
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difference. The likelihood of making a Type Il error
can be calculated for agiven experiment and gener-
ally decreases as sample size increases. The likeli-
hood of avoiding a Type Il error is generally referred
to as the statistical power of the sample design. The
statistical power used in calculating required sample
sizes for experiments is subjective and, in modern
times, has generally been set atabout 90%. That is,
itissetsothatonly onetimeintenwilltheexperi-
menter incorrectly conclude thatthere isn’t adiffer-

ence of aspecified magnitude when indeed there is
one. For Capacity Building experiments, statistical

power should probably beset at 90%.

The analysis approach used to estimate impacts can
also have asignificant impact on sample sizes. For
example, sampling canbe much more statistically
efficient if the effect(s) of the treatment(s) are being
measured as differences (e.g., pre-test, post-test)

of ratiosorasregressionestimators. Thisistrue
because the variance of these parameters in popula-
tions under study is usually quite abit smaller than
the variance of the raw variables, and the smaller the
inherent variance of the measurements of interest,
the smaller the required sample size. As discussed
below, panel regression methods with pre-test, post-
test experimental designs can significantly reduce
samplesizes.
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Please answer the following questions pertaining
to sample planning:

1. Arethe measurementsfrom the experiment
to be extrapolated to a broader population?

a. Ifyes, indicate whether the sample will be stratified
and what variables will be used in the stratification.

b. Ifno, describe the list of parties from which the
sampling will beobtained.

2. Areprecise measurementsrequired for
sub-populations of interest?

a. If yes, describe the sub-populations for which

precise measurements are desired.

3. What is the minimum threshold of difference that
mustbe detected by the experiment?

4. What is the acceptable amount of sampling error
or statistical precision and acceptable level of
statistical confidence (i.e., 90%, 95%, 99%)?

5. Will participants berandomly assigned to
treatment and control conditions or varying
levels of factors under study?

a. Ifyes, do you expect subjects toselect themselves
into thetreatment condition?

b. Ifso,how willyoucorrect for thisselection
process in the analysis and sample weighting?

6. If subjectswillnotbe randomlyassigned to
treatment and control conditions or varying
levels of factors under study:

a. Describe the process that will be used to select
customers for the treatment group(s).

b. Describetheprocessthatwillbeusedtoselect
customers for the control group, and explain why
this is the best available alternative for creating a
non-equivalent control group.
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7. If no control groupis used, explain how the
change in the outcome variables of interest will
be calculated.

Please indicate the proposed sample sizes
(withinthe treatment cells) for the study.
Ifexperimentsarecontemplated (trueor quasi-
experiments) please use the table format provided
in 4.2.2 to describe the distribution of sample across
treatment cells and strata.

7.6 - Protocol 6:
Identify the Program Recruitment Strategy

Information/education campaigns ty pically do not

involve recruitment.
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7.7 - Protocol 7:
Identify the Length of the Study

Inevaluating abehavioral intervention itis impor-
tanttounderstand theexpected timerequiredto
carry out the various aspects of the intervention, the
expected onset time for the effect of the treatment
and its expected persistence after initial treatment.
These considerations will determine the length of
time that isrequired to assess the impact of the
treatment and thereby determine thelength of time
for which the situation mustbe observed.

Please answer the following questions pertaining
to the experimental time frame.

1. Isit possible to observe theimpacts of the
treatment for at least two years?

2. Ifno,how willthepersistenceoftheeffect be
determined?

3. Do pre-treatment data for the relevant variables
already exist or must time be allowed to obtain
pre-treatmentdata?

4. If pre-treatment data do not already exist, how
long must the pre-treatment period be to support
the experimental objectives?

5. Ifpre-treatmentdatadonotalready exist,can
theexperimentbeconducted usingonly post-
treatment data, and what adjustments tosample
design will be required toemploy apost-test-only
design?

6. What is the expected amount of time required for
subjects to receive and understand the informa-
tion being provided to them?

10.

11.

What is the expected amount of time needed
by subjects to implement behavioral changes in
response to theinformation provided?

Whatistheminimumamountoftimetheef-
fect of the treatment must persist to cost-justify
investment on the partof the utility?

If the duration of the experiment is shorter than
the expected persistence of the treatment how
willthedeterminationbemadeastowhether
the effect of the feedback persists long enough to
be cost effective?

How much time is needed between when the
research plan is completed and approved, and
when treatments are in place for experimental
participants?

How much time is required between when the
final data are obtained from the experimental

observationsand whentheanalysiscanbe
completed?
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7.8 - Protocol 8:
Identify Data Requirements and Collection Methods

Please complete Table 7-5identifying the data requirements and data collection methods for each data element
required in the evaluation. The table describes three types of data—energy consumption data, data describing
thebehaviors in question and other data.

Table 7-5 should be completed for as many measurements that will be taken during the course of the study.
For example, if electric and gas consumption are to be collected as part of the evaluation then they should

be described in separate entries under energy consumption. The description of the variable should include a
definition of thevariable insufficient detail astopermit third parties tounderstand what the measurement
is. It should describe the frequency with which themeasurement will be taken. For electricity consumption,
the variable might be monthly, hourly or even momentarily in the case of electricity consumption or demand.
The method of measurement should describe how the data will be collected inasmuch detail asisrequired to
explain the data collection process. Ifutility billing data will be used itis sufficient todescribe the source and
theintervals atwhich the data will be collected. Ifend-use metering orother measurement procedures are
employed, then the technology as well asinstallation and data collection protocols should be described.

Energy Consumption
Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Behaviors of Interest
Description of Variable
Frequency of measurement
Method of Measurement
Issues and Solutions
Other Data

Description of Variable
Frequency of measurement
Method of Measurement

Issues and Solutions

Behavior data is information describing the impact of the program on target behaviors. Examples of behav-
ior data that might be appropriate for feedback programs might include: reported recent history of appliance
purchases, aninventory of energy saving actions taken since the start of the behavioral intervention, percep-
tions and opinions about energy use, reported conversations among the family or with neighbors about energy
consumption, etc..

Other data includes all kinds of other data that might be useful in evaluating the impacts of the feedback
programs including: weather data, data describing the response of the market to the program offering and
market datadescribing the conditions in themarket before, during and after the behavioral intervention has
taken place.
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8. Example Applications of the Pi'otocols

In this section, example applications for the protocols that are specific to each of the

different types of behavioral programs are presented.

8.1 Capacity Building Program

In this section, an example of the application ofthe evaluation protocols to atraining

program is presented. ltis intended to show the level of depth that is required to meet

the requirements of the protocols andto illustrate the types of information that are

required to answer the questions in the protocols.

8.1.1 Introduction

Thefollowingexampleofabehavioral training
program offered by a Heating, Ventilation and
Air Conditioning (HVAC) association was
designed to improve the efficiency of installed
HVAC units by training parties responsible for
designing and installing units in best practices
that should be followed during the design and
installation processes.

Figure 8-1 graphically displays the relationship
between therated SEER of AC equipment and the
SEER thatoccurs asaresult of installation practices
—called thefield adjusted SEER. Itindicates that
much of the technical potential for energy efficiency
can be lost during the installation process for a
variety of reasons that are under the control of the
parties who specify the size of the components that
aretobeinstalledandthosewhocarryout thein-
stallation. The figure indicates thatasmuch as40%
of the technical potential for the energy efficiency of
AC systems can be lost if proper design and installa-
tion practices arenot followed.

Figure 8-1:Impacts of Installation Quality
on Realized Energy Eficiency
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Aprogram for training personnel responsiblefor
designing and installing AC systems has been
developed and implemented. Successful
completion of the training course

is acondition of becoming aparticipating
contractorintheACincentive program being
offered. The question is: how much impact does
this training program have on the design and
installation practices used in installing air
conditioning systems both in terms of educating
the delivery channel and in terms of energy

saving.
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8.1 Capacity Building Program

8.1.2 - Protocol 1:
Definition of the Situation

Type of Program
The HVAC Contractor TrainingProgramis a

classroom training program consistingof a
one day course in best practices to be used in
designing and installing HVAC systems. The
training program is offered in both winter and
spring.

In the program, qualified designers of AC
systems and installers receive a one day
training course in best practices used in the
design and installation of HVAC systems.

Subjects covered in the training include:

+ Establishing the proper system size

¢+ Matching the coil size to the outdoor
condensing unit

¢+ Determination of correct air flow rate

¢+ Design of ducts and sealing practices

¢+ Refrigerant charging

+ Commissioning

The Target Population

The target population includes contractor person-
nel responsible for specifying the components that
will be included in HVAC systems and
personnel responsible for installing systems
in the field.

The Behaviors Targeted for Modification

Partiesinvolvedin the design and
installation of HVAC systems make a
number of decisions that influence
performance and efficiency. They do not always
follow industry best practices because these

practices are sometimes more time consuming

and costly to carry out than are other less

effective technical procedures. The behaviors that

are targeted for change are:

1.

Practices used to identify the size of the air
conditioning system to be installed (ie., tons of

capacity) - to properly size an HVAC system
the designer should make a heat gain
calculation based on the area of the building,
the amount of insulation in the walls and
ceiling, the size and types of windows, the
orientation of the house and the mount of
shading. This design process is time consum-
ing and expensive; and consequently simple it
is often substituted by ineffective rules of
thumb or simple replacement of pre-existing
equipment.

Use of appropriate procedures for matching coil
size to exterior condensing —using ASHRAE

reference documents;

Establishment of correct Air Flow over the coil — using

the manufacturer’s specifications for the unit

Properly designing and sealing ducts — ensuring
that ducts are installed by professional sheet
metal workersand are sealed

. Correctly charging the system with refrigerant —

using manufacturers’ specifications to
established appropriate charge level based on
local temperature and pressure conditions

Procedures ~ for ~ commissioning ~ HVAC  units -
including proper system startup, cleaning and
servicing of ductwork and providing documents
and training to occupants concerning the use

of the appliance.

The Mechanisms That Are
Expected to Change Behavior

Training is designed tomake designers and install-
ers aware of the negative consequences of improper
installation techniques for comfort and system per-
formance and thereby to cause them to apply best
practices in futureinstallations.
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Whether the Exposure to Training Can Be Controlled

Training cannot be denied to applicants for several reasons. First, contractors seeking to participate in
the program offer are required to complete the training course before they are eligible to become a
participating contractor. So, denying contractors access to the training would effectively deny them
access to the program an anticompetitive practice that the program should probably avoid. Second,
contractors have to schedule their participation into alimited number of available locations for training;
and limiting access to contractors at specific locations would undoubtedly cause severe disruptions to the
training program and increase the requirement of offering more trainingin more places than currently
are planned.

Table 8-1: Abilityto Control and Appropriate Experimental Design

Ability to Control Appropriate Experimental Design

Able to randomize presentation of treatment — mandatory assignment ) )
of subjects to treatment and control conditions - NO Randomized Controlled Trial (RCT)

Able to deny treatment to volunteers — mandatory assignment
of volunteers to treatment and control conditions — NO RCT using recruit and deny tactic

Able to delay treatment to volunteers — mandatory assignment ) ) )
of volunteers to treatment and control conditions — NO RCT using recruit and delay tactic

Able to randomly encourage subjects to accept treatment - NO Randomized Encouragement Design (RED)

Able to assign subjects to treatment based on qualifying interval

measurement (e.g., income, usage, building size, etc.) - NO lsepgiseiiom Do 57 DIz (HRI0)

Unable to assign subjects to treatments Quasi-experimental designs

The Outcomes that Will Be Observed
Several outcomes will be observed during the evaluation. They include:
1. thefraction of AC installation professionals thatreceive the training;

2. theextent towhich professionalswho are exposed to the training employ best practices in designing
and installing systems

3. changes in attitudes about using best practices as evidence from measurements of beliefs, attitudes
and opinions before and after training

4. theimprovement in energy efficiency resulting from training of the professionals
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8.1.3 - Protocol 2:
Description of the Outcome Variables to Be Observed

Table 8-2: Behavioral Outcome and Operational Definition.

Behavioral Outcome Operational Definition

Training Programs Behavior Measures

- Beliefs, attitudes and opinions about best practices + Comparison of actual work before and after
recommended for designing and installing AC training for treated trainees,
units - Comparison of reported installation practices

+ Application of best practices in calculating system size before and after training,
requirements and applying other technical and - Knowledge and opinions (as measured by test) of
non-technical practices involvedin installation. trainees and comparison group

Training Programs Savings Measures

- Efficiency ofinstalled HVAC systems - Comparison ofSEERofsystems installedby

treated contractors before and after training
- Estimated annual, monthly, hourly energy savings
givenaverage SEER difference

8.1.4 - Protocol 3:
Sub-segments of Interest

According to market research carried out during the development of the training course, sales personnel and
installers are responsible for different aspects of the AC installation or replacement process. Sales personnel are
primarily responsible for specifying the system components (ie., size of unit, condenser size, etc.) and install-
ers are responsible for putting the system together in the field. Insmaller organizations, thecontractor may be
responsible forall aspects of the design and installation. Inany case, market researchers reported thatinstallers
are generally knowledgeable about best practices, but may notapply them because of practical barriers associ-
ated with concern about the willingness of buyers to accept increased time and cost associated with doing the
job right. They also indicated thatsales personnel sometimes did not have the technical training required to

carry out best practices.

Therefore, itisappropriate tosegment the training market according tothese basic job categories listed
in Table8-3.

Table 8-3: Segments of Interest

Segments of Interest

Two different job classifications that are ofconcernin this training program. They are:

- Sales/designpersonnel-back office personnel who work with customers to specify the design
and costofthe system that will be installed on the premises ofinterest

- Installers - field personnel who are responsible for installing and commissioning the HV AC sy stem
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8.1.5 - Protocol 4:
The Proposed Research Design

8.1 Capacity Building Program

Table 8-4 summarizes thesituation leading to the proposed research design.

Energy Consumption

Question Behavior Measures Measures
Will pre-treatment data be available? NO NO

The pre-treatment measurements
Does the appropriate data already exist on all om behe el ndicaions will e
subjects, or do measurements need to taken in taken prior to commencement of NO
order to gather pre-treatment data? dhssnomindmefen
How long of a pre-treatment period of data
collectionis required? N/A N/A
Is a control group (orgroups) required for
the experiment? NO NO
Is it possible to randomly assign observations

NO NO

to treatment and control groups?

Itis not possible to control the assignment of train-

ees totreatmentand controlgroupsinthiscase.

However, the program is being offered in succes-

sive years in the same geographical locations to the

samepopulationsofstudents (i.e., installersand

sales personnel in HVAC contracting firms); and,

giventhissituation,itis possibletocomparethe

knowledge, opinions and installation practices used

by parties who have received training with the
knowledge, opinions and installation practices of

those who have not. This effort requires:

Surveying students concerning their
knowledge, opinions and installation practices
during the training period. This survey will be
designed toobserve the knowledge that student
retained from the course, their beliefs about the
importance of using best practices aswellas
theirreported useofbest practices.It should
also contain asection designed toobserve their
report of the extent to which the training
changed their practices.

Surveying the following years students
concerning their knowledge, opinions and
installation practices prior to training. This
survey will be more or less identical in content to
the survey carried out with the previous years
students

Comparison of installations of HVAC systems
completed inthesummerandfallofa given
yearby partieswhoweretrained within the
same year to thatof HVAC installations
and trainees from the subsequentyear.
Careful engineering reviews of the subject
installations before and aftertrainingshould
becarriedouttodetermine whether:

a. they have been properly sized;

the coil hasbeen properly matched with the
outdoor condensing unit

theair flow rateis correct

- o a o

theducts are properly connected and sealed
therefrigerant charge of the unit(s) is correct
it was properly commissioned.
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8.1.6 - Protocol 5:
The Sampling Plan

All of the parties who seek training under the
program will receive trainingand in an ideal
world the experience of the entire population of
students would be used to assess the impacts of
the program. However, the measurements
required to assess the effectiveness of the
program are expensive. In order to compare the
survey responses of parties who received training
between years, it will be necessary to intensify
follow up survey efforts with all parties to ensure
that response rates are nearly identical for both
groups. This is necessary because even small
differences in response rates might be responsible
for subtle differences in survey results between the
two groups and thus invalidate

8.1 Capacity Building Program

the comparisons that are sought. Intensive follow up
efforts may require repeated contacts with survey
respondents and significant economic incentives.
Such intensive survey efforts will lead to relatively
expensive survey costs.

Moreover, comparisons of the installation prac-
tices before and after training must be carried
out by qualified field engineers who will spend
at least two hours at each site. This will lead to
engineering evaluation costs of approximately
$300 per site.

The sample sizes selected for this evaluation are
sufficient to measure the prevalence of knowledge,
opinions and installation practices to within plus
orminus 10% precision with 95% confidence. The

sample sizes required for each of the study elements

are shown in Table 8-5.

Table 8-5: Study Hement and Sam ple Size (Exam ple)

Study Hement Sample Size
Survey of year1 (Y1) trainees + 100 sales personnel
+ 100 installers

Survey of year2 (Y2) trainees

- Tobe completed onintake into the classroomforallyear?2 trainees

Survey of installations

+ 100 installations made by Y1 trainees in Y1

- 100 installations made by Y2 trainees in Y1

- 100 installations made by Y1 trainees inY2

+ 100 installations made by Y2 trainees in Y2



71 Protocols for Evaluating  Behavioral Programs

8.1.7 - Protocol 6:
The Program Recruitment Strategy

8.1 Capacity Building Program

8.1.8 - Protocol 7:
The Length of the Study

Contractors are recruited to the training on a first
come, first served basis. All contractors who seek
to participate in the program must com- plete the
training course prior to the cooling season.

All trainees will be compelled to complete the
knowledge, opinions and practice survey prior to
their training. However, it will be necessary to
collect survey answers from prior trainees by
surveying them after the fact of their training.
This survey should be carried out using a
combination of internet and telephone
interviewing; and it should be assumed that a
nominal incentive (ie., $100) will be provided to
partieswho complete the survey.

It will also be necessary to obtain lists of
installations that can be inspected to determine
the degree to which trainees are adopting and
maintaining best practices for trainees
completed. To ensure the cooperation of
contractors, it should be assumed that surveyors
will provide anominal incentive to contractors
for each address they provide for evaluation.
Each contractor will be asked to provide 10
addresses for review with a nominalincentive
(i.e. $25 per address). Homeowners will also be
provided with incentives for permitting evaluators
to review their installation.

The extent to which trainees adopt and use the
practices contained in the training can be observed
immediately after training takes place. Itwill also be
possible to observe the persistence of the practices
thatare adopted by examining installations thatare
made by year one trainees in the second year after
their training. The period of the study is two years.

8.1.9 - Protocol 8:
Data Collection Requirements

Table 8-6 describes the data collection require-
ments for the evaluation. It outlines three types
of data that will be collected during the study
energy consumption data measured at sites
where trained and untrained installers are
working; compliance with best practices
measured at sites where trained and untrained
installers are working and results of survey
measurements of knowledge and reported
applications of best practices before and after
training.
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Table 8-6: Data Collection Requirements

Energy Consumption

8.1 Capacity Building Program

Rated SEER
Adjusted SEER

Definitior
Rated Effidency
Realized Effidency

Use of Best Practices

Method
Manufacturer published
Fleld mexsured by Technikian

Best Praction Size

Best Practice Coil

Best PracticeAir Flow

Best Practios Ducts Connected
Best Practios Ducts Seasled
Best Practice Charging

Best Practice Commisioning

Definitior

Unit Sized properly

Coll z2ed properly

Air flow correct

Ducts performing property
Ducts performing properly
System properly charged
System properly started

Inital Knowledge of Best Practices

Definition

Wethod

Inspector observation
Inspector observation
Inspector observation
Inspector observation
Inspector observation
Inspector observation
Inspector observation

Method

Best Practice Size

Best Practice Coil

Best Practioefur Flow

Best Practios Ducts Connected
Best Practice Ducts Sealed
Best Practice Charging

Best Practios Commisioning

Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices

Knowledge of Best Practices After Training

Definition

Contractar responses to survey guestions before training
Contractor responses o survey questions before training
Contractor responses Lo survey guestions before training
Contractor responses Lo survey guestions before training
Contractor resporses to sunvey questions before training
Contractar responses to survey questions before training
Contractor responses Lo survey guestions before training

Best Praction Size

Best Practios Coil

Best Practionfir Flow

Best Practice Ducts Connected
Best Practice Ducts Sealed
Best Praction Charging

Best Practioe Commisioning

Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices
Contractor understands best practices

Reported Use of Best Practices

Contractor responses Lo survey guestions after traning
Contractor responses to survey guestions after trasning
Contractor responses Lo survey guestions after traning
Contractor resporses Lo survey questions after training
Contractor responses to survey questions after training
Contractor responses Lo survey guestions after traning
Contractor responses Lo survey guestions after trssning

Best Praction Size

Best Practice Coil

Best PracticeAir Flow

Best Practios Ducts Connected
Best Practics Ducts Sealed
Best Practios Charging

Best Practice Commisioning

Yanable

Definitior

Contractor uses best practions
Contractor uses best practices
Contractor uses best practices
Contractor uses best peactions
Contractor uses best practioes
Contractor uses best practions
Contractor uses best practices

Definition

Contractor resporses Lo survey guestions before training
Contractor responses to survey questions before training
Contractor responses ta sunvey questions before training
Contractor responses Lo survey questions before training
Contractor resporses Lo survey guestions before training
Contractor resporses Lo survey guestions before training
Contractar responses to sunvey guestions before training

Reported Use of Best Practices After Training

Method

Best Practice Size

Best Practice Coil

Best Proctionfur Flow

Best Practioe Ducts Connected
Best Practice Ducts Sealed
Best Practice Charging

Best Practice Commisioning

Contractor uses best practices
Contractor uses best practices
Contractor uses best practions
Contractor uses best peactions
Contractor uses best practices
Contractor uses best practices
Contractor uses best practices

Contractor responses to survey questions after training
Contractor resporses to survey guestions after traning
Contractor responses Lo survey guestions after traning
Contractor responses Lo survey guestions sfter traning
Contractar resporses to survey questions after traning
Contractar responses to sunvey questions after training
Contractar responses to sunvey guestions after training
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8.2 Education or Awareness Campaign

8. Example Applications of the Protocols
for Specific Behavioral Interventions

In this section, an example of the application of the evaluation protocols to an

education/awareness campaign is presented. Itis intended to show the level of depth

that is required to meet the requirements of the protocols and toillustrate the types of

information that are required to answer the questions in the protocols.

8.2.1 Introduction

The following is an example of an awareness
campaign sponsored by a Public Utilities
Commission over a threeyear period.

During each of the campaign years a randomly
chosen subset of approximately 1/3td of all

small and medium sized commercial and
industrial customers served by investor owned
utilities were defaulted on to time varying

rates. A public information campaign was
implemented to ensure that

customers understand how costs change with time
of day; that their electricity costs might change
as aresult of being assigned to the new rate; that
there were actions they could take to avoid cost
increases and that they could no longer receive
service under their former rates,. In this
campaign, customers who are about to be
defaulted were informed by direct mail and
telephone of the rate change; and what they
might be ableto do to control their energy
costs.

As part of the ongoing effort to ensure that custom-
ers are informed, anevaluation of the effectiveness
of the information campaign was undertaken. The
objective of the evaluation was todetermine how
effective theinformation campaign was in
informing customers of the impending rate
change and what they might do aboutit.

8.2.2 - Protocol 1:
Definition of the Situation

Type of Program

The Awareness Campaign was designed to inform
selected non-residential customers that they are
about tobe defaulted onto time varying rates. The
information campaign was carried out over three
consecutive years prior tothe default assignment
of selected customers onto time varying rates in
November of each year. In the months preceding
November, customers receive billinserts,direct
maillettersand, for customers who might
experience large cost increases telephone calls
informing them of the impending change in their

rates.

The purpose of the information campaign was
toensure that customers understand that their
rates are going to change; thatin some cases
their electricity costs may increase; that they can
lower their electricity costs by reducing their
electricity consumption overall and by changing
the time of day during which they used electricity.
The information campaign also explained why the
rate change was necessary and that customers will
no longer be able to subscribetoflatrates.
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The Target Population

The target population included non-residential cus-
tomers that were assigned to time varying rates in
each defaulting period (i.e., November of each year).
Within these overall populations there was also a
need to provide more intensive effort to inform
customers that are likely to experience relatively
large bill impacts.

The Behaviors Targeted for Modification

Defaulting non-residential customers totime vary-
ingratesisexpectedtocausethemtolower their
electricity consumption during peak hours possi-

bly shifting consumption to periods before and after
the peak period. Customers canmake awide variety
of changestoreducetheirelectricitycostsunder

timevaryingrates. Theseinclude:

+ Pre-cooling their businesses to reduce the
amount of energy required to run air condition-
ing during thepeak;

¢+ Replacement of inefficient equipment with equip-
ment that will use less electricity during the peak;
and

¢+ Reducing their demand for electricity during the
peak by turningoffunneeded equipment.

To undertake any of the above actions, customers
must be aware of the impeding change in their rates;
understand how their electricity costs might be
affected and understand how they can lower those
costs.

8.2 Education or Awareness Campaign

The Mechanisms that Are Expected
to Change Behavior

Theinformation campaign wasintended to
make customers aware of the impending rate
changes and inform them of the actions they can
take to control theirelectricity costs.Customers
wereexpectedto change thetiming and
magnitude of their electricity consumption after
they wereinformed.
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Whether the Exposure to Education Can Be Controlled

Education cannot be denied to parties who were about tobe defaulted onto atime of use rate. Indeed the
entire purpose of theinformation campaign was toensure thatall parties who were about toexperience a
significant rate change, wereaware ofit and understood how torespond toit.

Ability to Control Appropriate Experimental Design

Able to randomize presentation of treatment —mandatory

. ) N Randomized Controlled Trial (RCT)
assignment of subjects to treatment and control conditions — NO

Able to deny treatment to volunteers — mandatory assignment

. RCT using recruit and deny tactic
of volunteers to treatment and control conditions — NO

Able to delay treatment to volunteers —mandatory assignment

N RCT using recruit and delay tactic
of volunteers to treatment and control conditions — NO

Able to randomly encourage subjects to accepttreatment—NO Randomized Encouragement Design (RED)

Able to assign subjects to treatment based on qualifying interval

Regression Discontinuity Design (RDD
measurement (e.g.,income, usage, building size, etc.) —NO g ty an ( )

Unable to assignsubjects to treatments Quasi-experimental designs

The parties who were defaulted onto time varying rates in each year were a randomly selected subset of
all non-residential customers. A randomly selected subset of non-residential customers was defaulted
onto time varying rates in November of program year one. In November of the subsequent year,

program year 2, another randomly selected subset of non-residential customers was defaulted; and
another randomly selected subset was defaulted in program year three. While the evaluator was not in
direct control of the assignment of customers to the year during which the information program was
carried out, the random selection of customers to default each year and the annual timing of the
notification and defaulting process, made it possible to interpret the results of the notification campaign
as though it was a trueexperiment.

The Outcomes that Will Be Observed

The outcomes of interest for this program were the customers” understanding of how time varying rates
work; their awareness of the fact that they were about tobe defaulted on totime varying rates; their
understanding that their electricity costs may change asaresult of the change totime varying rates and their
understanding of the options they have for controlling their costs when they were defaulted.
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8.2.3 - Protocol 2:
Description of the Outcome Variables to Be Observed

Table 8-8: Behavioral Outcomes and Operational Definition

Behavioral Outcome Operational Definition
Aw areness Campaign Behavior Measures
Understanding of time of use rates - Comparison ofreportedknowledge about time of use
- Aw arenessthattheywillbe defaulted ontotime varying rates, awareness o fimpending changeinrates,
rates in November of the assignment year understanding oflikely billimpacts and awareness of
Understanding that their cost of electricity may change cost saving alternatives for customers who have been
when they are assigned totime varying rates exposedto the awareness campaign and those who have

notbeenexposedto the awareness campaign,

- Awareness of changes they can make in their operation in
+ Information to be obtainedby surveying parties who

ordertolow ertheir electricityconsumption
- Recollection of the sources of information through w hich
they receivedinformation.

were and were notexposedto the awareness
campaign in summer and fall of program year

two.
Aw areness Campaign Load Im pact Measures
- Change customer load shape - Comparison of changes inload shapes for customers who

have been defaulted on to time varying rates and those
who have not-using interval data supplied by utilities

8.2.4 - Protocol 3:
Sub-segments of Interest

The cost differentials for the time varying rates to which customers were being defaulted are not very extreme.
So, most customers will notexperience very large bill impacts as aresult of the rate change. However, some cus-
tomers with very large energy use and customers with very significant usage on-peak may experience very large
bill impacts. Customers who were expected toexperience large expected bill impacts received more intensive
communications efforts. Aneffort was made by utility representatives tocontact these customers personally to
ensure they were informed of theimpending rate change and the likely consequences for their electricity cost.

Since theawareness program is different depending onthe expected impact of the rate change on the
customers, and the fraction of customers who will experience significant bill impacts isrelatively small (ie.,
about 10%), it made sense to focus on these tw o different segments during the evaluation.

Table 8-9: Segments of Interest

Segments of Interest

Two different customer types are of concernduring this awareness evaluation. They are:

+ Customers who will experience relatively small bill impacts (i.e, <5% changes) asaresult of

being defaulted onto time varying rates.

- Customers who will experience significant bill impacts (i.e, >5% changes) as aresult of being

defaulted onto time varying rates.
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8.2.5 - Protocol 4:
The Proposed Research Design

Table 8-10 summarizes thesituation leading to the proposed research design.

Behavior Energy Consumption
Question Measures Measures
Will pre-treatment data be available? NO NES
Does the appropriate data already exist on all subjects, or do NO YES
measurements need to taken inorder to gather pre-treatment data?
How long of a pre-treatment period of data collectionis required? N/A 1 Year
Is a control group (or groups) required for the experiment? YES NES
Is it possible to randomly assign observations to treatment and control NO* NO*
groups?
While it is not possible to control the assignment ¢+ those who were exposed to the awareness
of customers to treatment and control groups in campaign in year two and were subsequently
this case; as explained above, customers were defaulted on to time varying rates in
randomly assigned to three cohorts for November of year two (ie., those who
purposes of defaulting them to the new time experience the awareness campaign in the
varyingrates. One of the randomly chosen fall of year two); and

faul i f i
groups was defaulted onto time 9 use rates in ¢+ those whohave not yet been exposed to the
year one. Another was defaulted in year two and AW aTeness campai
the final group was defaulted in year three. paigh-

Because of random assignment, the year two and The questions on the surveys conceming the
year three groups were identical in all respects customers” knowledge of time varying rates, the
save the fact that the year two group received the likely impacts of those rates on their electricity
awareness campaign in the fall of of year two. cost, the actions they can take to minimize their

' ' costs and their awareness that they are about to
In effect, this program design produced a

randomized controlled trial (RCT) with a
delayed treatment (for the parties who will

be defaulted on to thoserates were basically
identical for all three surveys. However,
customers who were defaulted in year one will

i th igni . . .
experience the awareness campaign i year also be asked about their experience with the

three) new rates and whether they have made any
The effects of the awareness campaign on changes in their operation in response to the
customer knowledge and awareness of the price changes. Those who were defaulted in
impending rate change were measured by year two will also be asked about their plans or
surveying the following groups of customers: intentions to change their operations in
v those who were exposed to the awareness anticipation of the need to lower the impacts
campaign in fall of year one, were subsequently of time varyingrates on their electricity
defaulted on to time varying rates and costs.
experienced those rates for a period of Customers who did not experience the
approximately 14 months; awareness campaign until year three provided

measurements of the levels of knowledge and
awareness that were present absent the
information campaign.
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8.2.6 - Protocol 5:
The Sampling Plan

As explained above, to assess the effectiveness of the awareness campaign customers who do and do not experi-
ence the awareness campaign will be surveyed. The population receiving the awareness campaign each year is
relatively large (i.e., >150,000) and survey measurements of the kind required to observe theimpacts of the
awareness campaign are expensive. In order to compare the survey responses of parties who are exposed to
the awareness campaigns in the various years, it will be necessary tointensively follow up survey efforts with
all parties toensure that response rates are nearly identical for all populations under study. This is necessary
because even small differences in response rates might be responsible for subtle differences insurvey results
between the study groups and thusinvalidate the comparisons that are sought. Intensive follow up efforts may
require repeated contacts with survey respondents and significant economic incentives. Such intensive survey
efforts will lead to relatively expensive survey costs. For these reasons it will be necessary to sample customers
for purposes of surveying.

The sample sizes selected for this evaluation are sufficient to measure the prevalence of knowledge, opinions
and reactions to rate changes towithin plus or minus 5% precision with 95% confidence. The sample sizes

required for each of thestudy elements areshownin Table8-11.

Study HBement Sample Size

Survey ofcustomers receiving information + 150 customers with high bill impacts
in the 2012 awareness campaign + 250 customers with normal bill impacts
Survey of customers receiving information + 150 customers with high bill impacts

in the 2013 awareness campaign + 250 customers with normal bill impacts

Survey ofcustomers who have not + 150 customers with high bill impacts

experienced awareness campaign + 250 customers with normal bill impacts
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8.2.7 - Protocol 6:
The Program Recruitment Strategy

8.2 Education or Awareness Campaign

8.2.9 - Protocol 8:
Data Collection Requirements

Lists of parties who experienced either the
normal or enhanced awareness campaigns
during year one or year two will be obtained
from the investor owned utilities, along with lists
of customers who have not yet been exposed.
These lists will be used for sampling customers
into therequired surveys.

To ensure the cooperation of customers selected
for the study, surveyors will provide a nominal
incentive to customers who complete the survey
forms on the internet, in the mail or on the
telephone. The incen- tivewillbe $40.

8.2.8 - Protocol 7:
The Length of the Study

The awareness campaign is taking place over a
three year interval. The impacts of the
information campaign willbe assessed during
the second year.

Table 8-12 describes the data collection
requirements for the evaluation.It outlines
twotypes of data that will be collected during
the study hourly electricity load data measured
for parties who were and were not exposed to
the awareness campaigns before and after
exposure and survey measurements indicating the
impacts of the awareness campaigns on
knowledge, awareness and planned actions
related to electricity consumption. The same survey
instrument is used on all three treatment popula-
tions and for most of the questions on the
survey itis possible to comparethe responses
from the different populations to discern the
impacts of the awareness program.
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Table 8-12: Data Collection Requirements

Entrgy Coreumption

Viralie Method
Bectricity Corsumgtion Houry electriony loads foc one year 10U houry lood measurements
before and cne year alter exposure 1o

Knowiadge of Time of Use Rates

Defimiton AMuthod
Understandng of current rane Wrot kind of rate do they think they have Survey Basponse
Heard of TOU Have they heard of TOU Survey Response
How did they Pe How dd they hear abot TOU Sunvey Response
Understandng of timing Whether they underitand summer ime periods Survey Besponse
Unduntandng of summer pe sk ime Whather they undentand summer peak genod pricorg  Sunwy Response
Undentindng of tming Whathet they undentind minter Lime penods Survey Response
Understanding of summer peak ime Wrether they underzand winter peak periad padng Survey Rasponse

Awasresnss of 2013 ranstion messages

Definition

Do they recal 00 they recal teing informed of upcoming change Sunvwy Besponse
When Do they recaldl when the charge 15 1o take place Survey Response
How thay received notice How did they recive e notice Sunvwy Response
Awireness that Nat rates e phased cut D0 they understand they can't go back to Nt Sunwy Response
Awdreness of possbie bib charge D0 they understand this may affect theirbill Survey Basponse
Unduntanding of how 1o contrad cont 00 they understand they can redoce thair cost Survey Response
Perceived ability to respond Do they Bebeve they can lower ther bil Survey Rasponse
How they think thelr 2l will change Weether their bl will incregse, decredse of syme Survey Response
Hanw you bewn adwsed Has U wthity adwsed them how to lower ther bil Sunvey Besponie
Have you been advised Has the ytility ddvisad them 1o po 1o the website Survey Besponse
Tiban ary ooy Have they Laken arry achions 10 1o lower costs Sunwy Besponse
Man to take acticn D0 thery hirse anry actions glanned Sunvey RBesponse
What actions WOt actions do they plan to take Survey Basponse

Awasrernss of 2012 transfion messages

on

Lo they recal 00 they recal teing informed of upcoming change Survwy Besponse
When D0 they recall when the charge 15 to take place Survey Besponse
How they received notice How 0 they receive the notice Survey Basponse
Awireness that Nat rates ae phased cut 00 they understand they can't go back to N Survwey Response
Awareness of possie bik charge Do they understand this may affect theirbill Survey Basponse
Undentindng of how Lo wontrd coat D0 they undenitand they can reduce thair coat Sunvwy Response
Peduced load dunng wammur peak Has your rirm reduted load dunng sammer peak Sunvwy Response
Bl Change How has your till changed since defyult Survey Basponse
Cvd indormuation help Oud the information provided by utility help control cost  Surnvwey Response
What steps were taken WhOT steps were 1aken 10 try to control cost Survey Response
Flan to take action Do they have any actions planned Survey Basponse
What actions What actions do Uhary plan 1o Libe Survey Response

Awarenoss by Control Cussomers

! (e

Do they recal Do they recyl being informed of upcoming change Survey Besponse

When 00 they recal whan the charge o to tibe plice Survey Rasponse
How they received notice How 043 they receive the notice Survey Besponse
Awdceness that ot rates ave phased out Do they understand they con't go back to i Survey Basponse
Awireness of posslile bill charnge 00 thery understand this may affect their kil Sunvwy Besponse
How they thirk thelr bl will change Weether their bl will inoregse, decrede of same Survey Besponse
Hanwe you been advised Has e wtlity adwvsed them how to lower their bil Survey Response
Tiboan ary stons Have they Laken arry achions 10 1o lower costs Sunvwy Response
Flan to take action Do they have any actions planned Survey Besponse

What actiors What actions do thay plan to Labe Survwy Response
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8.3 Information Feedback Programs

8. Example Applications of the Protocols
for Specific Behavioral Interventions

In this section, an example of the application of the evaluation protocols to an

information feedback campaign is presented. Itis intended to show thelevel of depth

that is required to meet the requirements of the protocols and toillustrate the types of

information that are required to answer the questions in the protocols.

8.3.1 Introduction

The following is an example of a pilot

information feedback program. The pilot

includes a combination of feedback mechanisms

including;:

¢+ A welcome package explaining the purpose of
the Home Energy Reports (HER);

¢+ Printed Energy Reports (ER)s delivered 5
times per year comparing selected
consumers with neighbors and efficient
neighbors and occasionally providing
information promoting utility sponsored
energy efficiency offerings; and

+ A website portal allowing customers to access
detailed information about their energy
consumption along with the ability to set
energy savings goals, track progress and

obtain energy saving recommendations.

8.3.2 - Protocol 1:
Definition of the Situation

Type of Program

The pilot is designed to evaluate the behavior
change and energy savings resulting from
providing a combination of information

feedback techniques to selected customers. The
core of the pilot program is a printed direct mail
report that is periodically sent to households that
contains a graphical comparison of the electricity
(and sometimes gas) consumption of the subject
household with that of “neighbours” and
efficient “neighbours”. The neighbours and
efficient neighbors are households located nearby
withhomes of similar sizeand age (if known).
In addition these reports sometimes contain
recommended energy savings tips and
promotions of utility sponsored energy efficiency
programs. In addition to printed reports the Pilot
will provide a web portal to customers allowing
them to observe their electricity consumption; to
set energy saving goals; to track their progress
toward goals and to receive and processenergy
savings recommendations.
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The Target Population

The target population includes residential
customers.

The Behaviors Targeted for Modification

Residential customers engage in a wide range of
behaviors that can be affected by the information
in ERs. They control the utilization of lighting, the
temperatureofthethermostatinthehome, the
use of office and home entertainment equipment,
water temperatures used in showering, clothes and
dish washing, thelength of dish and cloths washing
cycles and the purchase of energy using equipment
from light bulbs to major appliances. All of these
choices are behaviors that are subject to modifica-
tion by HER feedback. Changes in these behaviors
areexpectedtoproducechangesinenergy con-
sumption.

8.3 Information Feedback Programs

The Mechanisms that Are
Expected to Change Behavior

ERs are designed to modify consumer behavior by
providing consumers with a normative comparison to
other “similar” households. According to normative
theory, in situations in which humans are uncertain
about how to behave or how the world should
appear, they often formulate their intentions and
opinions by referring to the experience of others who
they respect. In the case of energy consumption,
consumers have no basis for determining whether the
amount of energy they are using is normal compared
to the behavior of others. In theory, providing high
users with information that indicates that they are
using a large amount of energy should cause them to
investigate their energy use in an effort to identify
whether they are engaging in wasteful practices that
are leading their energy use to be abnormally high.
As a result of these investigations consumers are
likely to modify energy use related behaviors in
order to lower their energy consumption.
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Whether the Exposure to the Feedback Can Be Controlled

It is possible to control the presentation of feedback in the ERs and the proposed website. An RCT is
the most powerful research design available for studyingbehavior.It should be used in this
study.

Table 8-13: Ability to Control and A ppropriate Experimental Design

Ability to Control Appropriate Experimental Design

Able to randomize presentation of treatment — mandatory assignment . .
of subjects to treatment and control conditions — YES Randomized Controlled Trial (RCT)

Able to deny treatment to volunteers — mandatory assignment

of volunteers to treatment and control conditions — YES RCT using recruit and deny tactic

Able to delay treatment to volunteers — mandatory assignment

of volunteers to treatment and control conditions — YES RCT using recruit and delay tactic

Able to randomly encourage subjects to accept treatment — YES Randomized Encouragement Design (RED)

Able to assign subjects to treatment based on qualifying interval

measurement (e.g., income, usage, building size, etc.) - YES e Do 7 D (R

Unable to assign subjects to treatments - NO Quasi-experimental designs

The Outcomes that Will Be Observed

The outcomes of interest for this program are the customers’ awareness of the ERs, their acceptance of the
characterization of their energy use provided inthe ERs (i.e.,, whether itis abnormally high orlow), their use of
the websiteand their energy use.
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8.3.3 - Protocol 2:
Description of the Outcome Variables to Be Observed

Table 8-14: B ehavioral Outcome and Operational Definition

Behavioral Outcome Operational Definition

Feedback Behavior Measures

© Awareness of the ERs - Representative samples of treatment and

+ Reported website access controlgroupcustomers will be surveyedto

- Whether they find the information contained in ERs credible observe theiranswers to questions designed o

measure the behavioral outcomes described on
the left side of the table.

- The frequency and extent ofwebsite access by
parties in the treatment and control groups

- Whether they believe they are using an relatively large
amount of energy

- Whether they believe itisimportant to control
their energy use will be observed and compared.

+ Whether they have identified changes intheir energy use
to lower their energy consumption

+ What actions they have taken to lowertheir energy use

Feedback Energy Consumption

- Change in energy consumption - Energyconsumption forthe treatment and
control groups will be measured for one year
before the onset of the feedback treatment,
during the feedback period and after the
feedback is removed. Monthly usage
information will be used to compare the
change in energy consumption

8.3.4 - Protocol 3:
Sub-segments of Interest

Past implementations of neighbor based comparison programs have shown that the magnitude of savings var-
ies with the magnitude of the customer energy use. Accordingly, customers inthe top two quartiles of energy
use display the highest relative response to the ERs. However, since approximately 25% of customers in aran-
dom samplewillnaturally fallintoeachusagesegment, thereisnoneedtostratify by thisvariable.

Table 8-15: Segments of Interest

Segments of Interest

- None required/



85 Protocols for Evaluating  Behavioral Programs 8.3 Information Feedback Programs

8.3.5 - Protocol 4:
The Proposed Research Design

Table 8-16 summarizes thesituation leading to the proposed research design.

Table 8-16: Behavior and Energy Consumption Measures

Behavior Energy Consumption
. Measures Measures
Question
Will pre-treatment data be available? NO YES
Does the appropriate data already exist on all subjects, or do
measurements need to taken inorder to gather pre-treatment data? e YES
How long of a pre-treatment period of data collectionis required? N/A 1 Year
Is a control group (or groups) required for the experiment? YES YES
Is it possible to randomly assign observations to treatment
YES YES

and control groups?

The research design for this projectwas a
randomized controlled trial (RCT) in which a
random sample of 100,000 qualifying residential
customers of the utility were randomly divided
into two equal sized groups treatmentand
control. The treatment group was exposed to
the feedback contained in thepilot. The
experiment ookplace over a two year interval
with treatment group customers receiving 5 ERs
per year. Treatment group customers received
periodic promotional messages in their ERs and
have access to a website in which they can study
their energy use, set goals, track progress and
view their neighbor comparisons. The control
group did will not receive ERs and did not have
access tothewebsite.

At the conclusion of the first year, treatment
and control group customers were surveyed to
observe difference in awareness of the messages
in the ERs, customers’perceptions of their
energy use, their interest in saving energy, the
extent to which they think it is important to save
energy, and behaviors they are engaging in to
save energy.

Energy savings were observed by comparing the
energy use of treatment and control households
before and after the onset of treatment.
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8.3.6 - Protocol 5:
The Sampling Plan

Despite the fact that only 25,000 total customers
are required to detect a 1% change in energy
consumption, the proposed treatment will be
provided to 50,000 customers (to realize energy
savings from the pilot). Because the pilot serves
hundreds of thousands of customers, it willbe
necessary toselect a sample of participating
customers.

To select customers to participate in the pilot a
random sample of 150,000 residential customer
records will be randomly sampled from the
customer information system and delivered to
the energy report vendor. The vendor then used
these records to identify customers who are
eligible to receive the treatment. Typically, this
involvesdremoving customers for whichit is
impossible to define neighboring groups. This
file will then be returned to the evaluator who
will randomly select 50,000 customers to be
provided the treatment and 15,000 customers to
be designated as control group members. The
records for the 50,000 treatment customers will be
provided to the report provider for use in
preparing an sending reports.

Study Element

Treatment
Control
Survey oftreatment group customers

Survey ofcontrol group customers

8.3 Information Feedback Programs

As explained in Protocol 4, samples of treatment
and control group customers will be surveyed to
collect information regarding their awareness of the
ER, their assessment of its relevance to their
household, their opinions about the importance
of saving energy, and their reports of behaviors
that influence energy consumption. It is extremely
important that these surveys obtain relatively
high response rates and that non-response
adjustments are made in the event that
significant non-response occurs (i.e., more than
20%). In the ideal case, the surveys willbe
carried out in person using a cluster sam-
pling technique. Alternatively, the surveyors might
employ a combination of direct mail and internet
surveying. Telephone surveying should not be used
because of the low response rates that are
obtained with this method and the known
sampling biases that existin telephone sample
frames.

The sample sizes selected for the overall
treatment and control groups are sufficient to
measure thedifference in energy consumption
between treatment and control customers to
within plus or minus 1% with 95% confidence.
The sample sizes for the proposed surveys are
sufficient to measure the behavioral
measurements to within plus or minus 5%
precision with 95% confidence.

The sample sizes required for each of the study

elements are summarized as shownin Table
8-17.

Sample Size

- 50,000
+ 15,000
+ 450

- 450
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8.3.7 - Protocol 6:
The Program Recruitment Strategy

8.3 Information Feedback Programs

8.3.9 - Protocol 8:
Data Collection Requirements

As explained in Protocol 5 the list of customers who
participate in the treatment and control groups in
the pilot will be obtained from a customer
information system. Customers who are assigned
to the treatment group will receive the treatment by
default. That is, unless they opt out of the treatment
itwill be delivered tothem. There is noneed,
therefore torecruit them.

However, the customerswhowill besurveyedas
part of the study must voluntarily answer the ques-
tions that will be posed concerning behavior change.
To ensure the cooperation of customers selected for
the study, surveyors will provide anominal incentive
to be determined in consultation with EM&V staff
at theIESO.

8.3.8 - Protocol 7:
The Length of the Study

Evidence from prior studies of similar information
feedback applications shows thatimpacts of ERs on
energy consumption continue togrow for atleast 18
months and have been observed to occur aslong as
24 months after the start of the program. Therefore,
itisrecommended thatthedurationofthetreat-
ment beatleast 24 months.

Table 8-18 describes the data collection require-
ments for theevaluation. It outlines two types
of data that will be collected during the study
monthly electricity usage measured for parties
who were and were not exposed to the treatment
before and after exposure; and survey
measurements indicating the impacts of the
feedback mechanism on knowledge, awareness
and planned actions related to electricity
consumption. The same survey instrument will
be used on the treatment and control groups
for most of the questions on the survey making it
is possible to compare the responses from the
different populations to discern the impacts of the
treatment.
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Table 8-18: Data Collection Requirements

Bectricty Corsumption

Enrgy Cormumption

fmitcn

Electricty consumption before, during and after
the treatment

Awarenaos of HER and Waebsite

8.3 Information Feedback Programs

Muthod

Monthly electricity consumption measuremerts for the
12 momhs preceding, during and 12 months follomeg start
of the treatment

Method

Pucall sewing HER

Fite of HER

Awareness of website

Pucall of last HER

Peported st visit 10 website
Peported use of the webaite
Rated Helpfulenss of the HER
Ryted Helptuleess of the wed s2e

Customur reports whather they recognise report
Custommr reports what they do with HER
Customer reports whether they have visted we igsite

Survey Rasponse
Survey Response
Survey Rasponse

Customur reports the Last morth they they receved HER Survwy Response

Customer reports the month of Lyst vidt to website
Customer reports how often they use the website
Customur rates Helpfuness of HER

Customer rates Helpfuness of website

Survey Basponse
Survey Rasponse
Survey Besponse
Survey Rasponse

Reactons to HER Conment [only for Tresmment Castomers)

Defirition

Method

P cal| of HER comparison
Acceptance of KER comparison

Credbilty of HER comparison
 not - why not
Uke

How important o 110 s enengy
Have you made arry changes

What changes were made

Do they thek they barve saved moray
How much syved

Have you been advised

Helgdd

Disoussed -~ Family and friends

Eneegy

00 thery recil whetrar they are high of bow uwrs

Do they believe the comparizon

00 they Sank the comparaon is creditle

Wy is it st credble

Customer reports whether they *like® the HER
Customur reports how important Lo sive oo gy
Customer reports whether they have made changes
Customer reports changes

Customur reports whather they hiswe sived money
Custmer regorts how much they hyve saved

Has U utdity advised them to go 1o e website
Custommr reports whather they find the regont helpld
Customer reports whether they have dscussed report

Ao — two pol

Survey Rasponse
Survey Baspoase
Sunvwy Response
Sunvwy Response

Survey Response
Survey Basponse
Survey Besponse
Sunwy Response
Survey Rasponse
Sunvwey Besponse
Survey Besponse
Survey Basponse

oo rvalion

AN )

Ly tirg

Entertainment

Thermostat Meating
Thermostat Ar Conditionirg
Showers

Oothe s wanhing

Oothes drying

Office equipmuent

Viampre loads

Which of two polar oppoiutes duscribes customer
Which of two polyr cpposites describes Qustomes
Weich of two polar cppoites duscribes customer
Wihich of two polar cpposites describes customer
Wich of two polar cpposites describes Qustomer
Which of two polar cppoiites describes customer
Which of two polar opposites describes customer
Which of two polar oppoiites duscribes customer
Which of two polar cppoites duscribes customer

Survwy Response
Survey Basponse
Sunvwy Busponse
Survey Besponse
Survey Bespoase
Sunvwy Response
Survey Besponse
Survwy Response
Sunvwy Response

Cerdder

Apm

Education
Howehad Income

Ruspondent indctes
Respondnt indicates
Respondent indicates
Respoadent indcites

Survey Response

Sunvwy Response
Survey Besponse
Sunvwy Response
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Acronyms and Abbreviations
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CSA Canadian Standards Association

CSL Customer service lines
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IESO The Independent Electric System Operator
LDC Local distribution company

LTC Load tap changer

NMBE Normal mean bias error

OLS Ordinary least squares

SCADA Supervisory control and data acquisition
VAR Volt-ampere reactive

VVO Volt-VAR optimization
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1. Introduction

Conservation voltage reduction (CVR) makes
use of a basic phenomenon in electricity: that
power scales with voltage for an ideal resistor
(P=V?%/R, where P is power, V is voltage and R is
electrical resistance). Reducing the voltage on a
distribution circuit can reduce the power

demand and energy usage on the circuit.

The protocols presented in this document
specify which data are required to evaluate an
implementation of CVR operated continuously
(i.e. not triggered as an emergency response)
and how to determine impacts. These impacts
will include energy savings and reductions to
real and reactive power. Reactive power is a
means of quantifying the amount by which the
alternating current is not in phase with the
alternating voltage. Managing reactive power
along a feeder is valuable for controlling
voltages downstream from the substation.
However, very high reactive power signifies
current flowing through the distribution system
that isn’t delivering useful energy to end users,
but that does result in line losses. Lower
voltages can also lead to higher efficiencies in
power transformers by reducing core and
copper losses. The efficacy of CVR is typically
expressed as set of a CVR factors, the ratio of the
resulting percentage reduction in end-use
energy or power demand to the percentage

reduction in voltage.

End users will likely never be aware that CVR is
occurring unless they have been notified of its
implementation. For this reason, evaluation of
CVR is primarily focused on verifying the
resulting impact on energy and demand
savings. Unlike most programs that lead to
energy reduction for customers, process
evaluations for CVR are generally not a primary

evaluation focus. However, it may be valuable

for local distribution companies (LDCs) to
document the experience and learnings of the
distribution engineers working with a CVR
technology provider or following the funding
processes for the procurement of CVR systems.
The protocols presented in this document do not

directly address process evaluation.

1.1  Intended Audience

The protocols presented in this paper describe
best practices for evaluating CVR impacts and
the information required to document methods

and results.

While the protocols are written for evaluators
calculating impacts, the protocols also may be of
interest to program design and implementation
staff to ensure future program designs can
accommodate evaluation as well as utility
system planners interested in understanding
how CVR can be incorporated into the planning
process. This introduction and Section 2 are
directed to all audiences, while sections 3, 4 and
5 are intended for evaluation contractors.
Although the final three sections contain
detailed instructions that will be valuable for
program managers and system planners to
review, the first two sections should cover all
necessary information for managing the
evaluation process and coordinating between all
parties. This document is also a resource for
designing CVR programs. Understanding the
full evaluation process is critical to developing
and implementing CVR programs in such a way

that impacts can be quantified.

1.2 Owverview of CVR
Canadian Standards Association (CSA) C235-83
defines the allowable voltage ranges for




customers’ electrical service.! LDCs’ compliance
with this standard gives customers assurance
that their equipment can be safely powered
from the grid. To monitor and control voltage
with CVR, LDCs may deploy and operate
specific distribution equipment to precisely

manage voltage along the distribution feeders.

Figure 1 depicts the various components of a
distribution feeder and the location of the CVR-

related components.

Distribution substations distribute power from
high-voltage transmission lines to industrial,
commercial and residential customers.
Transmission voltage is stepped down at the
substation with transformers to serve
distribution feeders. A distribution feeder
transports electricity to customer service lines
(CSL). The distribution feeder relies on a variety
of equipment to help safely manage the power
flow. Equipment examples include circuit
breakers, protection relays, fuses, reclosers,
capacitor banks, and transformers (sometimes
called voltage regulators when not installed at
the substation; used to step-up or step-down

voltages as necessary).

Substation transformers have a primary side
(where the transmission lines are connected)
and a secondary side (where the distribution
lines are connected). Voltage is generally
managed at substations with load tap changer
(LTC) transformers, often located in the
substation. An LTC transformer regulates the
voltage of the distribution feeder by adding or
subtracting the number of wire coils on the
secondary side of the transformer. These coils

are “tapped” into with a mechanical connection

1 CAN3-C235-83 (R2015) - Preferred Voltage Levels
for AC Systems, 0 to 50 000 V, 2nd Edition, CSA
Group

to raise voltage with more coils connected and
to lower voltage with fewer coils connected.
Voltage on distribution lines must be regulated
because power transported over long distances
will drop in voltage due to various loads, line

losses, and transformer losses.

Voltage drop from the substation is generally
reduced by specifying larger conductor sizes,
but even optimally sized conductors will see
voltage drop over the length of the line. Line
losses are also managed by utilizing higher
voltages —often 12,000 to 20,000 volts —on
distribution feeders. However, these
high-voltage lines are very hazardous, so
transformers are used again to step down
voltage for safe operation by end-use
appliances, generally 240 volts to 120 volts for a
residence. Customer service lines are connected
to the low-voltage side of step-down
transformers to convert the higher distribution-
level voltage down to a usable level for
household electrical outlets and other customer

circuits.

Power to these circuits is measured with electric
meters connected to the service lines. Modern
metering systems, which employ advanced
metering infrastructure (AMI), provide for
remote monitoring of voltage, power and energy
usage. AMI meters provide meter information
over mesh radio or cellular networks that can be

processed for billing and analysis purposes.




Figure 1. Example of Distribution Feeder and its Various Components
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Figure 2. Example of Primary Voltage Profile (not Customer Service Lines) Drop along a Feeder*
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*Voltages vary along the distribution feeder and generally decrease farther away from the substation. The two
lines show how CVR implementation optimizes equipment to keep customer service lines in the lower range of
the allowable band.




Distribution management systems use computer
systems to monitor and control equipment
connected to substations and the distribution
system. Distribution management systems make
optimal use of system control and data
acquisition (SCADA) to monitor and control
substation and distribution system equipment.
This includes the collection of voltage readings
from monitors or AMI meters and control of a
feeder’s LTC transformer or feeder-head
regulator. A relatively new distribution
management capability includes volt/VAR
optimization (VVO) systems that control (in
addition to a substation’s voltage control)
voltage regulators and capacitor banks installed
along distribution feeders. Capacitor banks on
industrial customer service lines have been used
for many years to manage reactive power
caused by large inductive loads, such as the
start-up of large motors. VVO allows finer
control of voltage and reactive power on a
distribution feeder and more precise voltage

reduction across all customers.

Distribution management systems, including
VVO and non-VVO systems, can be used to
implement CVR by changing the default settings
on distribution equipment to operate at a lower
base voltage while keeping customer voltages
within required ranges. Without CVR, general
default settings would be maintained at
higher-than-minimum-allowable voltages for
customer service lines. The key benefit of
systems that implement CVR is that they can
effectively reduce power and energy
consumption by more precisely controlling
voltages near the lower allowable bound,
without the risk of dropping out of allowable
voltage ranges near the end of the distribution

line.

The reduction of distribution feeder voltage and,
as a result, the reduction of customer service line
voltage can have a complicated impact on
power demand and energy usage. In this
document, a reduction in power demand has
been defined specifically as a reduction in
average usage during the peak hours, as defined
by the IESO. Additional definitions of peak
periods can be similarly applied to account for
reductions in demand on distribution
equipment. A reduction in peak power demand
is more beneficial then reduction at other
periods because the degradation of power
distribution equipment can be accelerated under
higher loading. For non-cycling resistive loads
(e.g., incandescent lamps), the reduction of
voltage reduces the current, leading to a
reduction in power demand. Distribution line
losses and transformer losses behave in this
manner as well, contributing to the benefits of
CVR.

Some non-resistive loads— particularly those
with digital circuits (e.g., televisions and
computers) or loads with variable frequency
drives (e.g., industrial motors)—may,
depending on their operating conditions, use
more energy at lower service voltages.
Additionally, loads with thermal cycles or other
feedback controls (e.g., electric heaters or
dehumidifiers) may compensate for lower
voltages by running longer. While the maximum
instantaneous power demand may be reduced
at lower voltages, compensation by control
algorithms may mean that the same total energy
would be used over an extended period. (Such
compensation can occur, for example, when
baseboard heaters run longer when turned on.)
Figure 3 shows some examples of how various
loads can react to lower voltage with modified
energy profiles and changes in power demand.

When all customer loads are aggregated for a




distribution feeder, most evaluations programs
have found that energy and demand savings
were realized by implementing CVR. However,
given the wide range of load types across
residential, commercial and industrial sectors,
evaluations of CVR are always needed to

determine and claim impact.

1.3 Evaluation Overview
Utilities and research organizations currently

use a wide range of methods and tools to

measure and verify CVR performance and
savings. Many use traditional power-flow or
feeder simulation models, preferably calibrated
to measured feeder performance and
equipment. Others conduct before-and-after
studies under a set of assumptions accounting
for seasonal and time-of-day variations. In all
cases, it is important that the method recognizes
the relationship between voltage and load
characteristics (i.e., resistive, inductive,

capacitive and cycling loads).

Figure 3. Energy Use Over Time for Load Types with CVR On and CVR Off
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Given the complexity and variability of all the
energy-consuming devices served by a
distribution feeder, it would be impractical to
determine the impacts of CVR using just the
principles of power flow and modelled loads.
This is because of the extreme cost and
complexity of testing necessary to determine
how every load would react to a reduction in
voltage under all conditions. While assumptions
concerning loading characteristics could be
made to determine theoretical impacts, this is
not preferred when trying to determine the
performance of CVR implementation on a
specific feeder or customer, when assumptions
are nearly impossible to validate. Instead, the
best practice approach, as described in these
protocols, is to develop statistical models to
predict the power demands for the feeder or for
customers when the CVR system is on versus
off. One of the common methods for evaluating
CVR energy savings and demand impact
performance is the alternating-periods method.
By alternating between days when CVR is active
and days when it is not, it is possible to isolate
the effect of CVR and to measure its impact on
energy usage and power demand. This method

includes the following general steps:

e Step 1. Run CVR for a full year with the
system alternating between on and off
periods to collect necessary system-state

data for both cases.

e Step 2. Gather the data and create
system-state regression models of the on
and off periods with independent
variables (weather, weekday/weekend,

time of day, etc.).

e Step 3. Apply models to the same
dataset describing a typical

meteorological year.

e Step 4. Calculate impacts and CVR

factors and report the expected savings.

e Step 5. Run any second-stage analysis to
compare CVR efficacy across feeders or

customers.

This approach requires the CVR implementer to
follow a predetermined schedule of repeatedly
turning the CVR system on (for three to eight
days) and off (for three to eight days) for at least
a year so that sufficiently large datasets can be
produced for both cases. An example of
operating the voltages in this manner is shown
below in Figure 4. A full year is necessary to
determine annual expected impacts, given the
variability in load types between seasons. The
full year of usable data can only begin after the
system has been fully configured, and when no
further modifications are made to control

settings and monitoring locations.

As mentioned above, operating the CVR system
in this experimental fashion and then producing
models from the two datasets is known as the
alternating-periods method for evaluating CVR.
The method involves specifying regression
models of system-state variables (i.e., voltage,
real power, reactive power) based on scenario
features (i.e., meteorological and other time-
series data). Because one set of regression
models is fit to CVR-on days, and another set is
fit to CVR-off days, two sets of predicted values
for the voltages and power can be produced for

a typical year.




Figure 4. Example of Voltages Varying as CVR is Turned On and Off

PR
S oty '
t:'l‘- S .
K A
oiye
Ly
> . . ° .

. 4
(] b T
g e ik
o .
=122 e
@ . «® .
Q A Y
8 A R
8 DA

Ld
T 121 ’, n e
S5
. .
EILI S
120 )
:
. CVR-On I
. CVR-Off X
119
04-04 04-11 04-18

By taking the difference between results for
CVR-on and CVR-off system state (i.e., voltage
and power) regression models when applied to
the same typical meteorological year, expected
impacts are determined. If a full year of data is
not available, then it is only possible to estimate
impacts for the months for which data are
available. Models can be developed for each
feeder and, optionally, for all customers or only
specific customers, depending on the intent of
the evaluation. The savings benefits in operating
the CVR system can be estimated by subtracting
the differences in power for CVR-off days from
those of CVR-on days during the same
meteorological and similar time periods. The
estimated impact of CVR on feeders or
aggregated customer groups can be combined in
a cross-sectional analysis to try to determine
which characteristics are correlated with CVR
factors. Figure 5 depicts how the system state
estimates for voltage and power will differ
between CVR-on and CVR-off models when
applied to the same day.
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The evaluation protocols for determining
expected impacts for a typical year or season are
contained in sections 3 through 5. These
protocols should not be used for determining
demand response implementation of CVR (i.e.,
CVR that is only implemented for a few hours).
The models produced from data taken from
CVR running continuously (for at least one day)
would not reflect the expected response of a
feeder or customer that only had CVR

implemented for several hours.

A significant body of literature is available
covering the theoretical potential and the
evaluated impact of CVR implementation across
North America. (Relevant literature is listed in
Appendix A Literature Review.) These protocols
build upon this previous work to define a
standardized —yet generalizable —set of
procedures for evaluating the impact of CVR
implementations, and for building upon those
evaluation results to estimate the potential

impacts of CVR in guiding future deployments.




Figure 5. Example of Estimating Hourly Real Power, Reactive Power and Voltage for Three Days from
a Typical Year with Both CVR-On and CVR-Off Models
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2.  Program Management for
CVR Evaluation

This section introduces the CVR evaluation
process and offers additional guidance for
managers overseeing the program, deciding the
goals of the evaluation and coordinating the
collection of data. Every implementation of CVR
will have different data availability given the
high variability between distribution companies,
feeder configurations, SCADA data and vendor
equipment monitored data availability,
customer types and implementer technologies.
These protocols have been developed to handle
this variability and give evaluators guidance on
what may be required to evaluate CVR and how
to combine data from these varied sources. It
will be necessary for evaluation managers to
maintain open communication among all parties
involved and make sure that the evaluation
goals and requirements are communicated and
well understood. This section will introduce the
metrics used to quantify impacts and give an

overview of how they are produced.

2.1 CVR Impact Metrics

The result of each evaluation will be a standard
set of impact metrics, outlined below, describing
the performance of the CVR implementation.
These metrics can be used to describe CVR
performance for the whole distribution feeder,
for all customers served by a feeder or for
individual customers under specific
meteorological scenarios, such as a typical
summer or during a typical year. These impact
metrics are ultimately what will be used to claim
impact after the on/off alternating-periods data
collection and CVR begins to be on
continuously. The metrics are defined below.

Average Voltage Reduction: The average
difference between the voltage from the CVR-on

model and CVR-off model during the typical
meteorological year. For a feeder-level analysis,
this voltage value ideally will be an aggregated
average from multiple locations on the feeder.
Using and aggregating multiple voltage
measurements from all CVR-controlled
equipment is preferred because voltages can
vary significantly across the whole feeder. This
feeder-level voltage value should be used if
customer impacts are required as a summed
group. If the goal is to perform a cross-sectional
analysis between individual customers, then
average voltage reduction will need to be
determined for each customer using
measurements from voltage monitors or AMI on

customer service lines.

Energy Savings: The quantity of energy that the
CVR-off model predicts would have been used
beyond what was predicted for the CVR-on
model during the typical meteorological year.
This could be for a whole year or at least three
consecutive calendar months depending on the

data available.

Average Demand Reduction: The average
difference in demand during a defined period
between the CVR-off and CVR-on models
requires weighted averages for winter and
summer months, as outlined in Table 2 of
Section 3.1.2 of this document, to account of
transmission level impacts. Additional
definitions of peak periods can be developed
and applied in a consistent manner to account
for reductions in demand on distribution

equipment.

Reactive Power Reduction: The average
difference in reactive power during a defined
period between the CVR-off and CVR-on
models. Measuring reactive power requires

monitors to take voltage and current readings at




very high frequencies to determine how much
these two parameters are in phase. The more
that current and voltage are out of phase, the
higher the reactive power. Reactive power
reflects unnecessary current flowing through the
distribution lines, leading to real energy loses.
For impact metrics, the difference in reactive
power for the CVR-on and CVR-off case should
be determined both on average during the
whole typical meteorological year as well as
during the system peaks, as defined by the
IESO. Additional definitions of peak periods can
be applied in a consistent manner to account for

impacts on distribution equipment.

Isolated Impacts Realized on Distribution
System: The impact metrics listed above can be
determined for a whole feeder or for customers
served by a feeder using the alternating-periods
method. If feeder-level impacts and customer-
level impacts for all customers on the feeder
have been determined, it is possible to take the
difference between these two sets to determine
impacts that were realized on the distribution
equipment. The impacts as determined at for the
whole feeder include impacts realized by both
the customers and the distribution equipment.
Therefore, by subtracting the customer impacts
from the feeder impacts, the impacts realized on

the distribution system alone can be determined.

CVR Factors: The ratio of energy and demand
impacts to voltage reduction. CVR factors
should be calculated by normalizing the
modelled reductions in energy, demand and
reactive power by the corresponding reductions
in voltage during the same period. A CVR factor
for energy savings equal to 1.0 would signify
that for every percentage reduction in voltage
there was a percentage reduction in energy
usage. CVR factors can be calculated by

substation, feeder, or customer group.

In addition to the metrics listed above —which
would be produced for specific feeders,
distribution equipment, customer groups or
customers—a second-stage analysis may be
conducted to understand why the efficacy of
CVR may have differed between various
systems. This would be called a cross-sectional
analysis because the intent would be to
determine which feeder or customer
characteristics are strong predictors of CVR
factors. This analysis builds upon both impact
metrics determined using the alternating-
periods method as well as descriptive
characteristic data. Descriptive characteristic
data are a core component of this analysis and
may require a significant effort to collect if not
already tracked by the LDC.

Cross-Sectional Coefficients: The weights of
feeders or customer characteristics associated
with the efficacy of CVR as quantified by CVR
factors. The coefficients of a cross-section
analysis can be used to predict the impact
metrics for systems not included in the sample.
For example, if cross-section analysis was
conducted on a group of feeders using a set of
standardized characteristics tracked by the LDC,
then the cross-sectional coefficients could be
used to predict the efficacy of CVR for other
feeders with the same set of known

characteristics.

2.2 Data Requirements and

Defining Goals
Depending on data availability and the program
and LDC objectives, different evaluation goals
should be considered.

Figure 6 shows how data types are used in the
different types of analyses and what the results
of those analyses would be. A summary of these

analysis types follows.
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Figure 6. Flow from Data Sources to Statistical Model and Impact Metrics for All Types of Analysis*
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*The results from feeder-level and customer-level impact evaluations are used as the

dependent variables for cross-sectional analysis.

Feeder-Level Impact Evaluation: Every
implementation of CVR should be accompanied
by a feeder-level impact evaluation with the

goal of determining impact metrics associated

with the power measured at the substation. One
set of models will be developed using data only
from CVR-on days, while the other set will be fit
to data from CVR-off days. If hourly voltage
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measurements are not available along the
feeder, then a measurement taken at the
substation should be used. Both sets of models
(i.e., CVR-on and CVR-off) will then be applied
to the same typical meteorological year. The
differences between these models are used to
determine the CVR impact metrics, introduced
in Section 2.1. These metrics are the definitive
values for claiming impact after CVR begins

operating continuously.

Customer-Level Impact Evaluation: If hourly
usage is available for all customers, these values
should be aggregated, and the CVR impact
should be determined for the whole group. In
this case, the same models used to estimate
feeder-level voltage (as described above) should
be used to determine average voltage reduction
for the group. If hourly voltage measurements
are available for individual customers, then
there is an opportunity to determine CVR
impacts for each customer, which is a
requirement for customer-level cross-sectional
analysis. Optionally, several large customers
could be specifically modelled to determine the
CVR impact on their usage.

Cross-Sectional with Customers and Feeders:
The CVR factors can be compared among
individual feeders or individual customers such
that the characteristics known for all members of
each group can be shown to be positive or
negative indicators of performance. Every
characteristic will be assigned a weight
corresponding to its correlation with the CVR
factors. These weighted coefficients can then be
used to select feeders and customers that have
promising characteristics for future CVR
deployment. Therefore, the value of this analysis
is highly dependent upon making the same set

of characteristics used to determine the

coefficients available more generally for other

feeders or customers.

2.3  Customer Considerations
While the implementation of CVR likely would
go undetected by most customers, it would be
worthwhile to consider if any facilities served by
the distribution feeders have critical loads with
irregular voltage tolerances. Such facilities may
be data centres, industrial processing and
manufacturing plants and other buildings with
high precision and electrically sensitive
equipment. Generally, these facilities should
already have systems in place to handle voltage
sags within the allowable service range, but it
would be good practice to let these facility
managers know that CVR will be implemented.
For example, some equipment vendors or
technicians may set strict voltage bands on
safety equipment in such a way that circuit
breakers and fuses may trip near the lower
voltage bound. Letting facility managers know
that CVR is being implemented would give
them important information for troubleshooting
unintended consequences. To alleviate concerns,
if the CVR control system is collecting voltage
information from a set of bellwether customer
interconnections via a utility’s SCADA or other
telemetry system, sensitive customers could
have their voltages directly monitored and kept

within allowed bounds.

2.4 Managing an Evaluation
Evaluation managers overseeing the CVR
evaluation are responsible for determining
which types of analyses should be conducted
given organizational priorities, budgets and the
availability of measurement devices. Program
managers will need to work with the LDC, the
CVR implementer and the contracted evaluator
to make sure that necessary data are collected

and transferred to the evaluator. Finally,
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program managers are responsible for
reviewing the final impact evaluation results
and overseeing the publication of reports. This

section offers some guidance for these activities.

2.4.1 Hire Qualified Evaluators

Any contractor hired to follow these protocols
for evaluating CVR will need to be proficient in
weather-normalized regression modelling and
knowledgeable of power distribution systems at
a sufficient level to process the data and produce
impact metrics. For instance, the evaluators
should be able to interpret electrical single-line
diagrams from LDCs depicting the feeders on
which CVR is being implemented and to
associate shared measurements with specific
equipment locations. Evaluators will need to be
able to identify data anomalies, perform unit
conversion (including from power factor to real
and reactive components) and normalize voltage
measurements (potentially line-to-line or line-to-
neutral) for the system’s various bases.
Evaluators will need the capability to produce
complex weather-normalized statistical
regression models that are optimized through
multi-round cross-validation and brute-force
optimization using numerical analysis software
for training and testing regression models fit to

numerical and categorical features.

2.4.2 Set and Communicate
Evaluation Goals

As outlined in Section 2.2, data requirements
depend on the specific analyses to be performed.
Options for setting evaluation goals will be
limited by the available measurement devices
and the frequency of data captured. At a
minimum, the data requirements for conducting
a feeder-level impact analysis must be met
(hourly values for feeder voltages and power
flows, and reported states of the CVR control

system). The CVR-on/CVR-off schedule needs to
be defined, while considering any scheduled
maintenance that may compromise data that can
be used to create the models. These on/off
periods should be no shorter than three days

and no longer then eight days.

It is recommended that at least three days be
used as the minimum for most cases because it
can take a few hours for voltages to transition
under the differing control schemes. If several
feeders are being evaluated and tracking
information shows major differences in
customer characteristics served by that feeder
(e.g., some feeders serve mostly industrial
customers, while others serve mostly
residencies), then consider conducting a cross-
sectional analysis across the feeder group. A
qualified evaluator will find that only a minimal
amount of additional effort is required to
perform a cross-sectional analysis across feeders
in addition to the feeder-level impacts if
characteristic information on the feeders is

available.

If hourly energy usage or average power
measurements are available from customer
meters, then it is highly recommended that all
meters be aggregated as a group and that the
total combined impact for all customers be
determined. The same meteorological and
temporal data should be used for the typical
meteorological year. Use the same feeder
voltage model that was used for the feeder-level
evaluation to determine average voltage

reduction and, in extension, CVR factors.

The benefits of conducting cross-sectional
analysis across customers (e.g., metered
building usage) would be the ability to estimate
how CVR would impact customers on feeders

without CVR. However, a significant level of
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effort is required to perform a cross-sectional
analysis across customers because impact
metrics need to be determined for each customer
individually. Hourly voltage needs to be
measured at individual customer service lines to
determine individual customer CVR factors.
Additionally, customer characteristics must be
available to be used as the independent

variables.

As the data availability and evaluation goals are
identified, it will be necessary to communicate
the data requirements, the alternating-periods
procedure and the ultimate impact metric types
to the LDC, the implementer and the evaluator.
All parties should agree to the evaluation plan,
the predetermined on-day/off-day schedule and
the timeline for transferring data and reporting

results.

2.4.3 Coordinate Data Collection

As discussed above, data are collected from
multiple locations. The evaluator should be
responsible for collecting meteorological data
and day-type data, but measurements from all
the devices and the reported state of the CVR
system (on/off/transition/monitoring) will need
to be the shared responsibility of the
implementer and the LDC. A full year of data is
required to determine annual expected impacts.
If all calendar months cannot be included in the
evaluation, as defined in Section 3.1, then annual
savings cannot be determined. Results for less
than a year can be prepared for at least three
consecutive months, but these results would not
describe expected impacts for all months of the
year. The implementer, the LDC and the
evaluator should agree upon the schedule that
makes the most sense, given the program goals.
The program manager and LDC should confirm
that the CVR implementer is following the
agreed-upon CVR-on/off schedule. Given the

complexity of data types and the number of
sources, expect necessary back and forth as

evaluators review and process the datasets.

2.4.4 Oversee Reporting

The remainder of this document covers in detail
the requirements for reporting the impact
metrics introduced in Section 2.1. In addition to
these metrics, the normal mean bias error
(NMBE) and the coefficient of variation of the
root mean square error [CV(RMSE)] should be
reported for the models used to estimate voltage
and power flow for both CVR-on and CVR-off.
These are industry standard metrics for
reporting statistical model quality. If customers
are modelled individually with the intent of
performing a cross-sectional analysis, then the
percentiles of NMBE and CV(RMSE) should be
reported for each model type for all customers.
Ideally, NMBE is under 0.5% and CV(RMSE) is
under 5% for all feeder-level system state model
of voltage and real power when evaluated over
several thousand hours. Impact values, such as
energy savings and peak demand reduction,
should be clearly identified to be statistically
significant and be accompanied by confidence

intervals and relative precision values.
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3.  Protocols for Alternating-
Periods Feeder-Level
Impact Evaluation

This section presents protocols for evaluating
the energy and demand impacts of
implementing CVR using an alternating-periods
analysis at the feeder level. Alternating periods
means that the CVR system controller operates
the CVR software to cycle between active (CVR-
on) and inactive (CVR-off) days (defined in
Section 3.1). This set of protocols is structured as

the following four steps:

e Step 1. Collect historical and scenario
data

e Step 2. Develop models to describe the
voltage, reactive power and real power
flows during the alternating CVR-on
and CVR-off days

e Step 3. Derive impact metrics (energy
savings, demand reduction, reactive
power impacts and CVR factors) from
the difference in voltage, reactive power
and real power between CVR-on and

CVR-off days for different scenarios
e Step 4. Report results

In general, with the addition of new data, all

steps should be repeated from the beginning.

Plan to produce expected savings for running
CVR continuously (minimum of three
consecutive months up to one calendar year of
continuous operation), which will require
development of a dataset of the models’
independent variables for a typical
meteorological year. The model will also need to
produce savings estimates during peak demand
periods (as defined by the IESO and determined
by local loading conditions) and any other

weather scenarios of interest for demand

reduction and reactive power impacts. The
models need to be calibrated, using historical
data from either CVR-on and CVR-off days, and
will then be applied to a typical meteorological
year. The difference in the estimates between
CVR-on and CVR-off models is used to

determine expected savings.

This feeder-level protocol relies on power
measurements taken from substation
monitoring equipment. The results provide
aggregated impacts realized along the power
distribution equipment and behind customer
billing meters. If customer-level impacts are also
going to be analysed, as discussed in Section 4,
then it may be valuable to also conduct
additional feeder-level impact analyses at other
points along the feeder to isolate impacts to
specific distribution zones. In this case, it will be
necessary to collect additional power flow
measurements from other monitors downstream
and to determine appropriate customer
reference voltages for these various zones.

3.1 Compile and Prepare

Dataset
These protocols assume that the CVR system
controller operates the software to cycle between
active (CVR-on) and inactive (CVR off) over
similar durations. These period in either the on
or off state should be no shorter than three days
and no greater than eight days. Each set of days,
depending on the operation of the CVR system,
are called “CVR-on days” or “CVR-off days” to
denote whether the CVR system is engaged.
Ideally, periods would alternate three days on
and three days off following a predetermined
schedule that was set before the evaluation data
measurement begins. In this way, there is no
concern that certain days were selected to
demonstrate CVR under favourable

circumstances. The alternating-periods method
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allows the ability to determine the impact of
CVR while controlling for prolonged events
(e.g., seasonal weather events such as a heat
wave, school vacations, scheduled downtime for

industrial complexes).

A full year of data is necessary to determine
annual expected savings, although impact
metrics can be determined for a specific season if
data are only available for the months of the
corresponding season. Preferably, the evaluation
dataset should span at least one year with all
calendar months included. A full year of data
requires that every calendar month have at least
37.5% of the hours included in the CVR-on set
and 37.5% of the hours included in the CVR-off
set, accounting for a coverage of at least 75% of
hours each month. For instance, January has 744
hours, so for January to be included in the
analysis then there must be at least 279 hours
with CVR-on and 279 hours with CVR-off
included in the dataset. If not all twelve months
meet this criteria then impacts of CVR cannot be
determined for the entire year, although impacts
can be quantified for a subset of at least three

consecutive months.

3.1.1 Collect Data

Data requirements should be communicated
to—and tracked from —the various source
providers, including an inventory of the data
and when they were received. Table 1 below
depicts the various data types, sources and use
in the analysis. Measurements should be made
in at least hourly increments or more frequently
so that a processed dataset containing all the
data sources for every hour can be prepared, as
discussed in the section 3.1.2. These data needs
should be communicated to the CVR control

vendor and the local distribution company

before the evaluation period begins, and data
should be shared at regular intervals so that the
evaluator can check and raise any concerns in
advance, such as missing data or measurements

at unexpected scales.

The evaluation will require a dataset of
independent variables for the typical
meteorological year and any other weather
scenarios of interest. It is important to keep a
copy of the original, unprocessed data used in
the analysis with the goal that another evaluator
could replicate the results if using the same
initial dataset and following the same

methodology.

3.1.2 Compile and Clean Data

The original data will need to be processed to
ensure all independent and dependent variables
are formatted consistently. This will require
formatting date and time strings, converting
values to different units and mapping metadata
from dictionaries that can include equipment
and measurement metadata. Store the processed
data separately from the original data, and
document the steps involved to transform the

original data into the processed data.

Perform the following data-processing steps as

necessary:

e Standardize set index to local time
stamps
e Convert or encode values as numeric

data types

e Resample the data at a specified interval
(such as 15-minute, hourly or daily
frequencies) to create consistent

intervals at one hour

e Standardize labeling schemes
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Table 1. CVR Evaluation Data Types, Sources and Uses for Feeder Level-Analysis

Total real and reactive power flow  Substation SCADA of transformers or

for feeders at substation other monitoring systems at the head of

interconnection the feeder

CVR-controlled equipment voltages SCADA monitors of all CVR-controlled
equipment (load tap changers at
substation, along feeder voltage
regulators and capacitor banks), power
terminals from LDC or the CVR

implementer

CVR state (e.g., on, off, transition,  |CVR software controller system and
monitor) time stamps and control ~ operational tracking logs

system state definition information

Schedule of CVR system installation, CVR implementer’s project
commissioning and reconfiguration |documentation

of hardware or settings

Time periods when external impacts LDC’s line/relay/equipment

led to compromised CVR activity or maintenance schedule, customer-

the CVR controller’s schedule was  blackout and voltage-issue records and

modified CVR implementer’s documentation of
system errors caused by software or

hardware malfunction

Voltages of customer meters AMI measurements stored by LDC or

CVR implementer

Historical hourly weather of at least Nearest weather station with available

temperature and humidity data’

Scenario hourly weather data (such Canadian Weather Energy and

as typical meteorological data or Engineering Datasets (CWEEDS)?

data from the hottest week from the

last decade)

Dates of local holidays and hour- ~ The distribution company and from
and day-type definitions from the =~ Ontario’s Ministry of Labour?

local distribution company

1. http://climate.weather.gc.ca/historical_data/search_historic_data_e.html

2. http://climate.weather.gc.ca/prods_servs/engineering_e.html

Dependent variables for fitting models

Dependent variables for fitting models

Split dataset on for on/off periods so
that impact from the CVR system

being “on” can be determined

Identify the start time from when the
CVR impacts are representative of

ongoing performance

Identify periods when irregular
circumstances and external impacts
would not make the power flow and
voltage data representative of CVR
being either on or off

Inspect that substation voltage drops
correspond in timing to customer
voltage drops

Independent variables for model
fitting

Independent variables for running
estimates during a typical

meteorological year

Prepare independent variables with

additional temporal information

3.  https://www.labour.gov.on.ca/english/es/tools/esworkbook/publicholiday.php
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Identify the need for (and limits of)
interpolation for possible missing data
Clean missing readings, such as

dropping non-numerical data

After the data are compiled into a set, perform

these tasks:

Identify the starting date of usable data
given the information about the
installation and commissioning of the
CVR equipment and control settings.
Data collected before the CVR system
configuration is finalized should not be
used for modelling because any CVR
activity before this starting data would
not be representative of expected

performance.

Determine if critical events at the feeder
level may reduce the total amount of
historical data that should be included
in the evaluation model (e.g., a power
outage occurred for an extended period
on a circuit, a voltage regulator or
capacitor bank was replaced, a software
update interrupted CVR system
operation). A temporary change to the
system may mean that only the days in

question should be removed.

Determine the total number of hours
that the system operated in either a
CVR-on or CVR-off state for each
consecutive period. Remove any periods
less than 24 hours in duration, because
these shorter periods are not
representative of expected behaviour of
the system. Periods shorter than 24
hours may be caused by unexpected
system failures or emergency

maintenance.

Identify data anomalies and outliers that
are physically unreasonable, such as
voltage values being far from the
expected nominal values for the system
or power flow dropping to exactly zero
for several hours. Flag and remove these

values.

Establish criteria for dropping or filling
in missing data, and plan to report and
justify these decisions. Data should be
dropped when there is evidence that a
reading is unreliable, typically when
values fall outside of known possible
ranges for temperature, humidity,
voltage and power flow. These ranges
need to be determined on a case-by-case
basis, but generally can be defined as
values outside several standard
deviations of the mean. Values outside
of acceptable ranges can occur when
sensors record error messages or are not
positioned or calibrated correctly. Data
should also be dropped if the same
measurement is recorded for several
hours in a row (for example, if the
temperature remains the same for 36
hours in a row). This would be
unrealistic, given the precision of the
measurement and the characteristics of
the system. Filling in missing data using
interpolation is acceptable in some
situations (such as a missing hourly
reading of outdoor air temperature), but
the limits of this interpolation need to be
established in the context of the quantity
being measured. Do not use
interpolation to fill in data gaps greater
than five hours.

Produce histograms and violin plots of

temperatures from CVR-on and CVR-off
days by month to determine that
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comparable ranges of measurements
were taken for both cases. If not, then
additional data should be collected to

correct for this discrepancy.

Sum the measures of power flow by phase for
each feeder separately to determine total real
and reactive power values for the feeder, and
then use these as the dependent variables for
fitting power models. Average voltage for each
feeder should be calculated as the average root-
mean-square voltage for all phases to neutral for
all buses of CVR-controlled equipment sharing
the voltage base of the distribution line. This
would include the low-side bus of the substation
LTC and all line buses for applicable voltage
regulators and capacitor banks. Use this average
voltage as the dependent variable for fitting the
voltage models. If hourly voltage measurements
are only known for a bus located at the
substation, use this bus as the feeder reference
voltage, although this not preferred. Voltages
vary significantly along a distribution feeder, so
an average of multiple locations is more
representative of a feeder reference voltage. In
the very least, plan to take the mean of a

measurement taken at the substation and

another taken at the “end-of-line,” at the end of
the feeder.

With the historical dataset cleaned, split the
processed data into CVR-on and CVR-off
groups. Grouping data in this manner allows for
building the statistical models to fit the
appropriate CVR activity.

Next, prepare and save subsets of the typical
meteorological year data that include only hours
from the IESO-defined winter and summer peak
periods, as shown in Table 2. These subsets will
be used to prepare independent variables for
modelling voltage, real power and reactive
power during the defined seasonal system
peaks. Additional definitions of peak periods
can be developed and applied in a consistent
manner to account for reductions in demand on
distribution equipment. It is good practice to
determine average power from CVR-on and
CVR-off days during the all hours and during
peak periods. These averages, which occur on
the measured values and not on weather-
normalized modeled results, should give an
initial impression of how effective the CVR
system was at reducing energy on the feeder's

analyzed.

Table 2. The IESO EM&V Standard Definitions of Peak for Calculating Demand Savings!

Summer (weekdays)

Winter (weekdays)

1p.m.to7 p.m.?

6 p.m. to 8 p.m.

June 30%
July 39%
August 31%
December 65%
January 16%
February 19%

1. The defined summer and winter peak blocks for 2015-2020, based on analysis of Ontario System Hourly Load
data from 2003-2010. Average peak reduction will need to be first averaged by month and then taken as a
weighted average across months using the weights defined in this table.

2. Adjusted for Daylight Savings Time.




3.2  Create System-State Models

This evaluation protocol relies on statistical

modelling to evaluate energy and demand

savings resulting from the CVR implementation.

The approach quantifies savings using
processed datasets described earlier. The model
predicts a feeder’s voltage, reactive power and
real power (dependent variables or state
variables) from a set of temporal and
meteorological independent variables. Every
state variable for every feeder from each
substation controlled for CVR will have two
models: one for CVR-on days and one for CVR-
off days. Fitting models to sets of historical
records allows for predicting future results
under different scenarios. This section describes

some best practices for developing the models.

3.2.1 Specify the Regression Model

The models will define real power, reactive
power and average distribution voltage for each
distribution feeder as the dependent variables.

These state variables will be modelled on an

hourly basis and will require that the set of
regression models (for real power, reactive
power and voltage) are fit to data describing the
weather and other temporal effects. Regression
models are required as the system-state
variables being modelled are numeric quantities
and not categories. The selection of features
used as independent variables is discussed the

following section.

Table 3 describes the different types of
regression models that can be considered for

this analysis.

Some of the modelling types in the time series
and machine learning classes may require a
scripting language to be developed because they
are not available in Excel. These nonlinear and
discrete models should have superior prediction
ability compared to linear models for hourly
predictions. Multiple types should be tried
under various conditions, and the best-
performing model should be selected, as

discussed in Section 3.2.3.

Table 3. Regression Model Types

Linear

ridge regression, Lasso regression

Low temporal resolution usage data,

Single and multiple linear regression,

known physical relationships,

observed linear trends

Autoregressive integrated moving

Time series

transfer functions

Machine learning

networks, gaussian process

High temporal periodicity and

average (ARIMA), error term models,

seasonality

Decision trees, random forests, neural | Nonlinear relationships, complex

systems, large amounts of data




3.2.2 Produce Additional
Independent Variables

Additional independent variables that can be
created from independent variable data and
which improve modeling performance should
be added to the dataset. One example is
converting the weather data into a computation
of cooling degree days or heating degree days.
These additional independent variables are also
called “engineered features” and are helpful
because they are repeatable and standardized
transformations of processed datasets that can
dramatically improve some models’ ability to

predict dependent variables of interest.

Because the models for the CVR evaluation are
structured to predict average hourly values for
voltage and power flows, each hourly
observation point should include all information
of interest for that hour, even if occurring at a
different hour. For instance, the average 3 a.m.
temperature may be valuable for predicting
average power flows for 5 a.m. To associate
dependent variables with independent variables
measured at other than the hour being
predicted, other data can be included as a panel
or trailed, with additional columns to store
preceding data on every row (as shown in
Figure 7). In this way, additional information is
engineered into the dataset, which provides
more information for fitting the model. Ata
minimum, the following independent variables

should be prepared for each hour:

e Twenty-four-hour trailing of weather (at
least temperature and relative humidity)
for every hour, or heat build-up
variables (such as heating degree days
and cooling degree days) for the last 12

hours

e Time-of-day tags for
morning/afternoon/evening/night

designations

¢ Holiday and other day-type

Figure 7. Example of Trailing Weather to
Build In Preceding Hours” Weather Data

t-0 t-1 t-2 t-3 t-4 t-5

nfa nfa n/a nfa nfa

1:00
2:00
3:00
4:00
5:00
6:00 70

7:00 71 70
8:00 72 71
9:00 73 72 71 70

10:00 74 73 72 71 70

nfa n/a nfa n/a

nfa njfa n/a

n/a n/a
n/a

11:00 75 74 73 72 71 70
12:00 75 73 74 73 72 71
13:00 75 75 74 73 72
14:00 75 75 74 73
74
75
75

15:00
16:00
17:00
18:00

19:00 75

20:00 72 73 74 75
21;00 71 72 73 74 75

22:00 70 71 72 73 74 75
23:00 70 71 72 73 74
0:00 70 71 72 73

(weekday/weekend) designations

Additional information, if it leads to
improvements in model quality, can be included
such as the days until and days since a

government or school holiday.

3.2.3 Optimize the Models

Optimizing the models requires both training
(i.e., fitting the model to the dataset with a
portion held-out) and testing (i.e., scoring the
model on its ability to accurately predict the
held-out data). Plan to perform this training and
testing sequence multiple times with different
subsets of the historical data. This process,
called “cross-validation,” measures prediction

quality and is the most robust method to
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determine that a model is fitting the data well.
The analysis framework used should have cross-
validation functionality built directly into the
modelling toolkit. At the end of the cross-
validation process, the validation scores for each
held-out dataset will illustrate how well the
model fits the dataset. Validation scores to use
for evaluating regression models should include
mean or median absolute error, mean or median
squared error, root-mean-squared error and r-

squared scores.

Randomly splitting the data into training and
testing sets for cross-validation can introduce
bias. For instance, a random split has a certain
probability of holding out all the hottest days
from the training set, which means that the
trained model would not be well prepared to
predict for those conditions. To fully understand
model quality, this splitting process should be
repeated many times—typically hundreds or
thousands of times—for each model. These
simulations build distributions of validation
scores for each model to inform the selection of

final models.

When splitting the data for training and testing
sets, it is recommended that whole days and
whole weeks be grouped together to limit
predictions based on autocorrelation between
two similar hours occurring in sequence. This
would be required for modelling techniques that
use continuous timeseries data for fitting and
prediction. Optimizing a model in this manner
prevents overfitting the model to the training
dataset. An overfit model would not be able to
generalize well to new data and would not be
well suited for making estimates of system

states during a typical meteorological year.

With the ability to check model fit via multi-

round cross-validation, it is now possible to

optimize the models by scoring many different
modelling settings. The entire modelling process
can be iterated to determine the optimal set
given the scoring types listed above. Use a
platform with standard tools for performing
model optimization given the desired scoring
criteria, such as r-squared scores. Always start
with a simple model with a small set of
independent variables, such as ordinary least
squares (OLS) using each hour’s corresponding
temperature and humidity. Additional model
and independent variable complexity should
only be justified if they improve the quality of

the cross-validation scores.

Finally, when the model is optimized, determine
the normal mean bias error (NMBE) and the
coefficient of variation of root mean square error
[CV(RMSE)]. NMBE would reflect cumulative
errors introduced by the model during the
typical meteorological year. In contrast,
CV(RMSE) would quantify the spread of errors
from individual predictions that may cancel out
in a cumulative metric. These values are defined

as follows:

NMBE — 2N @i-90)

x 100 (1)
IV -92
CV(RMSE) = X 100 (2)

Where y; is the actual measured quantity, 9; is
the predicted value, ¥ is the average of all y; and
N is the total number hours. For this step, do not
use a subset of data, as in the case of cross-
validation, but rather use the complete available
set of all applicable measurements. NMBE and
CV(RMSE) metrics should be reported for every
system-state model to convey a standardized

measure of the model performance.
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3.3 Determine Feeder-Level

Impacts
With models that have been validated and
optimized, the next step is to produce and
compare predictions for CVR-on and CVR-off

(baseline) scenarios.

3.3.1 Finalize Evaluation Metrics

The following evaluation metrics, as introduced
in Section 2, are the key metrics for determining

the impacts of implementing CVR.

Average Voltage Reduction: The average
difference between the feeder-level voltage from
the CVR-off models and CVR-on models is AV:

_ _ _ Ny . N .
AV = Vyy — Vo = Z02LL_ Ziloni (3

Where N is number of hours in the typical
meteorological year and V,,,; and V¢ ; are
customer reference voltages during hour i for
the cases CVR is either on or off. The relative

percentage difference in voltage would be %AV:

%AV = LLL=Vom 100 (4
Vorf

Voltage reduction should be determined on

average during the typical meteorological year

and during the IESO peak periods.

Total Energy Savings: The quantity of energy
that the CVR-off model predicts would have
been used beyond what was predicted for the
CVR-on case is AE:

AE = EOff - Eon = Z{V(Poff,l * 1h0u1’) -
XY (Pon,i * Lhour) (5)

Where N is the number of hours in the typical

meteorological year and P, ; and P,ss; are the

average hourly real power flow for hour i for
the cases CVR is either on or off. Energy savings
should be determined for the typical

meteorological.

Average Demand Reduction: The average
difference in real demand between the CVR-on
and CVR-off models is AP:

— — — N . N .
AP = Pyrp — Pop = k Ij\l;ff'l p Zon'l (6)

Where N is the number of hours in demand
reduction period of interest and P, ; and

Py i are the average hourly real power flow for
hour i. Demand reduction should be determined
on average during the typical meteorological
year (i.e. 8760 hours), during the IESO peak
periods, and during any other peak period

definitions as required.

Reactive Power Impacts: The average difference
in reactive power between the CVR-off and
CVR-on models is AQ:

= = - N Qorri IV Qony
AQ = Qo5 — Qon = ofLL s (7)

N N

Where N is the number of hours in the typical
meteorological year and Q,y,; and Q,; are the
average hourly reactive power flow for hour i
for the cases CVR is either on or off. Reactive
power reduction should be determined on
average during the typical meteorological year

and during the IESO peak periods.

CVR Factors: CVR factors should be calculated
for the various periods of interest by
normalizing the modelled relative reductions in
energy, demand and reactive power by the
corresponding relative reductions in voltage.
This provides a standard method to determine
how much impact decreasing the voltage of the
feeder has on other quantities of interest. The
CVR factor of variable X (which can be energy

savings, demand reduction or reactive power

23



impacts) for a feeder during a specified typical
meteorological year would be feyp x:

_ %ax
fCVR,X_ %AV ( )

Where %AX is the relative difference of the
quantity of interest and %AV is the relative

difference of average feeder reference voltage.

CVR factors for energy savings should be
determined for a typical meteorological year.
CVR factors for demand and reactive impacts
should be determined as the average value
during the peak periods, as defined in Table 2 of
Section 3.1.2, and for any other weather

scenarios prepared for the analysis.

3.3.2  Predict Hourly System State for CVR-
On and CVR-Off Cases

Every feeder should have six optimized models

to predict power flows (real and reactive) and

customer reference voltages during CVR-on and
CVR-off days. With these models fitted to the
complete sets of historical CVR-on and CVR-off
data, the models can be used to predict power
flows and voltages during the typical

meteorological year.

3.3.3 Compute Impacts from
Predictions

Using the model predictions, expected impact
calculations can be performed, as outlined in
Section 3.3.1. The power flow and voltage
predictions for the CVR-on and CVR-off
scenarios should rely on data with the same
time stamps for computing differences. With the
voltage reduction, energy savings, demand
reduction and reactive power impacts
determined for the various periods of interest,
corresponding CVR factors can be calculated for

each evaluated feeder.

Figure 8. Example of Determining Energy Savings as the Difference Between Usage from CVR-On and
CVR-Off. The Greyed Area Depicts the of Energy Savings Over a 24-hour Period.
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3.3.4 Determine Precision of Results

Three sources of uncertainty need to be
accounted for when determining the precision of
the impact results: measures of model quality
for both the CVR-on and CVR-off conditions

and a measure of variance in the difference
between the models when they are used to infer
usage during a typical meteorological year.
These three terms should be combined into an

aggregated standard error as follows:

SE = \/SEdiffz+SEon_model2+SEoff_modelz :\/

Udiffz n MSEon n MSEOff

Naiff Non

Norr

SEg4if: Standard error for the difference for hourly impacts during evaluation scenario

SEon_modet» SEoff moaer: Standard errors for the prediction of the CVR on/off model

04irr: Standard deviation of the difference between the models across all periods

MSEy,, MSE,r: Mean Square Error, a quantification of high variance in the model

Naiff, Non, Nosr: The number of samples in the evaluation scenario or model fit

The aggregated standard error, SE, accounts for
not only the quality of the hourly models but
also the extent to which the CVR impacts are
consistent. The confidence interval for average
impacts can be determined using a two-tailed z
score at a specified alpha level. The results can
be tested for statistical significance at 90%
confidence by using a z score of 1.645 and
determining the confidence interval. The upper
and lower bounds of the confidence interval can

be computed using the following equation:
X+ z*SE

SE: aggregated standard error for the
impact metric as defined above

z: two-tailed z score determined as a
function of desired confidence

x: mean of the distribution for the

impact metric across all hours

If the bounds of this interval crosses zero, then
the CVR impacts cannot be considered

statistically significant. The relative precision of

the impact as a percentage can be determined

using the same terms in following equation:
zxSE

* 100

3.4  Report Results

The evaluation report should present findings
and provide context for the results. The report
should include a narrative about how the CVR is
implemented, a methods section covering
evaluation assumptions and graphics to
illustrate the different variables evaluated and
the impact metrics including confidence
intervals and relative precision as described in
Section 3.3.4. The report should also reference
these protocols to provide the reader with
additional resources for understanding how the

evaluation methods were informed.

3.4.1 Describe the CVR Program or
Pilot

Summarize how the CVR program was
implemented and include a description of the
scale of the distribution system under CVR

control. This could be counts and descriptions of
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feeders, transformers, customers or other
geographic metrics defining the scale of the
operation. Name the CVR software vendor and
any other products or companies involved with
the ongoing operation of the system. List the
dates of major milestones for the CVR system’s
testing and operation.

3.4.2 Describe Evaluation Process and
Assumptions

Outline the series of steps taken to compile and
process the dataset, fit and optimize the system-
state models and calculate the evaluation
metrics. Declare the data sources and the time
periods of all historical data used. Specify how
any weather scenarios beyond the standard
IESO peak definitions were constructed or
sourced. List filters used to cleanse the data, and
remark on the quantity of data that needs to be
dropped or modified because of quality
concerns. State the regression model type used,
identify the process used to produce additional
independent variables and describe how the
prediction quality of the models was validated

and optimized.

3.4.3 Share Plots of Historical,
Scenario and Predicted Data

Use graphics to reinforce the conclusions that
will be drawn from the tabulated impact
metrics. Identify the sources of all plotted data
and make sure the reader understands how the
presented data fit into the overall evaluation
process. Historical data should be plotted first
and should include power flow, voltage and
weather data from actual measurements taken
during the evaluation period. Scenario data
would be shown next and include typical
meteorological year data for expected energy
impacts, subsets for the peak period definitions
and other weather scenarios for expected
demand impacts. Finally, plots for predicted
power flows and voltages should be shown. It
would also be appropriate to produce
illustrative plots of underlying evaluation
metrics, such as expected cumulative energy
usage during a typical meteorological year or
hourly voltage profiles by season from CVR-on
and CVR-off cases. Figure 9 below shows an
example of average hourly energy usage for

when CVR is either on or off.

Figure 9. Example of Average Hourly Energy Usage Over a Year for CVR On vs Off
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3.4.4 Present Expected Savings by
Feeder

Prepare tables to present evaluation metrics for
all the feeders in the study and, optionally, by
substation, if multiple substations are under
consideration. Evaluation metrics, as defined in
Section 3.3.1, should be associated with the
typical meteorological year. Report average
voltage reduction, either total energy savings or
average demand savings and CVR factors as
applicable for each feeder. Additionally, NMBE

and CV(RMSE) should be reported for every
system-state model to convey a standardized
measure of the model performance. Refer to
Section 3.2.3 for these definitions. To present
modelling fit to out-of-sample predictions, share
percentiles of r-squared scores from cross-
validating the optimized models as well as
confidence intervals and relative precision as
defined in Section 3.3.4. Summarize how this
cross-validation was executed, including the
number of rounds and the sizing criteria for the

held-out sample.
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4.  Protocols for Alternating-
Periods Customer-Level
Impact Evaluations

This section presents protocols for evaluating
the energy and demand impacts of
implementing CVR using an alternating-periods
analysis at the customer level. In contrast to a
feeder-level analysis in which the power, energy
and impacts are determined at the substation, a
customer-level analysis determines how CVR
affects usage as measured by the customer
billing meters. An impact evaluation at the
customer level should be done in concert with
an impact evaluation at the feeder level, and it
has similar data and analysis requirements.
Read Section 3 first, and then return to this
section, which expands upon the workflow and
recommendations discussed at the feeder level.
Many of the steps are similar for both protocols,
and some text is repeated to provide sufficient

context.

Alternating periods means that the CVR system
controller operates the CVR software to cycle
between active (CVR-on) and inactive (CVR-off)
days. This set of protocols is structured as the

following five steps:

e Step 1. Collect historical and typical-
year data; sum up customer hourly
energy usage for a group analysis and
prepare individual customer usage on a
daily basis.

e Step 2. Develop models to describe the
voltage, reactive power and real power
flows during the alternating CVR-on
and CVR-off days

e Step 3. Derive impact metrics (energy
savings, demand reduction, reactive
power impacts and CVR factors) from
the difference in voltage, reactive power

and real power between CVR-on and
CVR-off days for different scenarios at

the customer level

e Step 4. Report results

Plan to produce annual expected energy
savings, peak demand impacts and CVR factors
for all customers as a group. Modelling every
customer separately should only be done on a
daily basis given the high variance in hourly
usage. Models are developed from historical
data from both CVR-on and CVR-off days.
These models will then be applied to the typical
meteorological year. Savings based on
meteorological scenarios for a typical year and
during defined IESO peak periods are called

expected savings.

The customer-level impact results may be paired
with results from a feeder-level impact
assessment to isolate CVR impacts in front of the
meter versus behind the meter. As desired, the
feeder-level impacts can also be determined at
nodes downstream from the substation. This
allows for loading impacts to be determined for
specific distribution equipment and line

segments.

4.1 Compile and Prepare

Dataset
If feasible, conduct data preparation efforts for a
customer-level analysis at the same time as
feeder-level analyses for the customers’ circuits.
This is most applicable to the time stamp event
data from the CVR controller system, the feeder-
level voltage and the independent variables
defining the weather and other temporal

features.

4.1.1 Collect Data

Data will be required from multiple sources, and

these data may include sensitive information
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about customers (e.g., names, addresses, account
numbers and metering IDs). Data requirements
should be communicated to—and tracked
from—the various sources, including an
inventory of the data and when they were
received. Table 4 below depicts the additional
data needed beyond those already specified in

Table 1 of Section 3.1.1. Measurements should

be collected in at least hourly increments or
more frequently so that a processed dataset
containing all the data sources for every hour
can be prepared, as discussed in section 4.1.2. If
hourly reactive power is available for large
customers, these data can also be requested and
used, but it is assumed that these measurements

will not be available in most cases.

Table 4. Additional CVR Evaluation Data Types, Source and Use for Customer Level-Analysis

Total hourly energy usage for

each customer

Customer connection voltage

4.1.2 Compile and Clean Data

The original data will need to be processed to
ensure that all independent and dependent
variables are formatted consistently. This may
require formatting date and time strings,
converting values to different units and
mapping metadata from dictionaries that can
include equipment and measurement metadata.
Store the processed data separately from the
original data, and document the steps involved
to transform the original data into the processed
data. Plan to perform the same data processing
steps as outlined in Section 3.1.2. Ideally, if this
customer-level analysis is done in tandem with
the feeder-level analysis, then all the data
describing the average feeder voltage and the
independent variables should already be

available for use.

Given the large number of customers who are
likely on each feeder, it is recommended to

group customers and model their aggregated

Billing advanced metering
infrastructure (AMI) meters
Billing AMI meters or SCADA of

step-down transformers

Dependent variables for fitting

models

Determine customer-specific CVR

factors

energy consumption. This could reduce, from
thousands to dozens, the number of models that
need to be created. Aggregate all customers by
feeder unless individual customer voltages are
available and there are plans to conduct cross-
sectional analysis of customers, as outlined in
Section 5. Alternatively, if planning to develop
daily energy usage models for every customer,
then aggregate the hourly energy usage to daily
values. If voltages are available for each
customer, then customer-specific CVR factors
can be calculated. In this case, a cross-sectional

analysis of customers could be performed.

With the historical set cleaned, split the
processed data into CVR-on and CVR-off
groups. Grouping data in this manner allows for
building the statistical models to fit the
appropriate CVR activity.

Next, prepare subsets of the typical
meteorological year data that include only hours

from the IESO-defined winter and summer peak

29



periods, as specified in Table 2 of Section 3.1.2.
These subsets will be used to prepare
independent variables for modelling voltage
and real power during the defined seasonal
system peaks. Next, prepare additional subsets
of data for additional weather scenarios. Refer to

Section 3.1.2 for additional guidance.

4.2  Create System-State Models
This evaluation protocol relies on statistical
modelling to evaluate energy and demand
savings resulting from the CVR implementation.

Follow instructions as specified in Section 3.2.

4.2.1 Select an Appropriate
Regression Model

The models will define real power (and,
optionally, customer voltage) as the dependent
variables for each customer or customer group.
These state variables will be modelled on an
hourly or daily basis and will require that the set
of regression models (for energy consumption of
customers) are fit to data describing the weather
and other temporal effects. Refer to Section 3.2.1
for further guidance on regression model

selection.

4.2.2 Produce Additional
Independent Variables

Additional independent variables that can be
created from independent variable data should
be added to the dataset. One example is
converting the weather data into a computation
of cooling degree days or heating degree days.
These additional independent variables are also
called “engineered features” and are helpful
because they are repeatable and standardized
transformations of processed datasets that can
dramatically improve some models’ ability to
predict dependent variables of interest.
Depending on data available and the type of

regression model chosen, additional engineered
features improve the models” accuracy for
predicting voltage and power flow. Refer to
Section 3.2.2 for further guidance on producing
additional independent variables. The complete
set of independent variables prepared for a
feeder-level analysis (i.e., weather and temporal
features) can also be used for the customer-level

analysis.

4.2.3 Optimize the Models

Optimizing the models requires both training
and testing. Train (i.e., fit) the model to a subset
of the historical dataset and then test the model
by seeing how well it predicts the held-out
historical data (i.e., the subset of data not used to
train the model). Plan to perform this training
and testing sequence multiple times with
different subsets of the historical data. This
process, called “cross-validation,” measures
prediction quality and is the most robust
method to determine that a model is fitting the
data well. The analysis framework used should
have cross-validation functionality built directly
into the modelling toolkit. At the end of the
cross-validation process, the validation scores
for each held-out dataset will illustrate how well
the model fits the dataset. Refer to Section 3.2.3
for guidance on model optimization.

4.3 Determine Customer-Level

Savings

4.3.1 Finalize Evaluation Metrics

The following evaluation metrics, as discussed
in Section 2, are the key metrics for determining
the impacts of implementing CVR. For complete
definitions and equations of the following
impact metrics, refer to Section 3.3.1.

Average Voltage Reduction: The average

difference between voltages from the CVR-off
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models and CVR-on models. This can either be
associated with the average voltage of the feeder
(which should be used for customer groups) or
with the individual customer voltage. Average
voltage reduction should be calculated for both
the whole typical meteorological year and for

the specific IESO peak periods.

Total Energy Savings: The quantity of customer
energy usage that the CVR-off model predicts
would have been used beyond what was
predicted for the CVR-on case for a typical
meteorological year. To normalize across all
customer, energy savings should be determined

as a relative rather than absolute value.

Average Demand Reduction: The average
difference in real demand between the CVR-on
and CVR-off models during the IESO peak
periods if modeling usage on an hourly basis. To
normalize across all customers, demand
reduction should be determined as a relative

rather than absolute value.

CVR Factors: CVR factors should be calculated
by normalizing the modelled relative reductions
in energy demand and by the corresponding
relative reductions in voltage. If the power flows
of the customers are modelled individually, then
CVR factors can be reported for every customer
and the %AV should correspond to the modelled
voltages for the customer’s interconnection.
CVR factors for energy savings should be
determined for a typical meteorological year.
CVR factors for demand should be determined
as the average value for the typical year and
during the peak periods, as defined in Table 2 of
Section 3.1.2.

4.3.2 Predict System State for CVR-
On and CVR-Off Cases

Every customer or customer group should have
one optimized model to predict power flows
during CVR-on and CVR-off days. With these
models fitted to the complete sets of historical
CVR-on and CVR-off data, the models can be
used to predict power flows during the
evaluation periods of interest (typical
meteorological year, prepared peak periods, any
additional weather scenarios). If modelling
customers individually for a cross-sectional
analysis, also predict hourly voltages for each

customer.

4.3.3 Compute Impacts from
Predictions

Using the model predictions, expected impact
calculations can be performed, as outlined in
Section 3.3.1. The power flow of customers and
feeder-level voltage predictions for the CVR-on
and CVR-off scenarios should rely on data with
the same time stamps for computing differences.
With the feeder-level voltage reduction, and
customer energy savings and demand reduction
impacts determined for the various periods of
interest, corresponding CVR factors can be

calculated.

4.3.4 Determine Precision of Results

The standard error for the average relative
impacts among each group customers
should be calculated using the following

formula:

o?

SE =

Nsites

SE: standard error for the average

impacts on the group of customers
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o%: variance among customers’ relative

reduction values

Ngires: NUMDber sites included in the

treatment group

The confidence interval for average impacts can
be determined using a two-tailed z score at a
specified alpha level. Determine statistical
significance, confidence intervals and relative
precision using the equations defined above in

section 3.3.4

4.4 Report Results
An evaluation report of customer-level impacts
should be presented along with the

accompanying feeder-level impacts. Follow the

reporting instructions specified in Section 3.4.
Results for customer groups or isolated
distribution equipment can be presented in the
same fashion as feeder-level results, except that
reactive power and demand impacts may not be
available. If conducting individual customer
impact evaluations, then it may not be possible
to present modelling fits for every single
customer as this level of granular detail is too
exhaustive for a impact report. In such cases,
report distribution statistics of modelling fits.
Present the average impacts determined for each
customers on each feeder and whether results
were statistically significant along with
confidence intervals as described in Section
4.3.4. A complete set of impacts for every

customer can be shared in a workbook.

32



5. Protocols for Cross-
Sectional Analysis with
Feeders and Customers

The preceding protocols define the steps
necessary to determine CVR impacts for specific
feeders and customers. If multiple feeders have
been included in the analysis, or if customers
were modelled individually, there is an
additional opportunity to quantify trends across
the group to see if certain characteristics are
strongly correlated with CVR factors. The
results from this cross-sectional analysis could
be used to estimate CVR impacts on other
systems for which the same characteristics are
also known. In this way, the results from piloted
CVR implementations can be used to inform
where the next best opportunities for CVR may
be. The quality of these correlations will be
highly dependent on which characteristics are
available to describe the feeders and the
customers.

5.1 Compile and Prepare

Dataset
Sometimes called “second-stage” analyses,
cross-sectional analyses build upon the results of
previous analyses that have already determined
impacts at the feeder or customer level.
Therefore, it is assumed that protocols as
outlined in sections 3 and 4 have already been
followed, and that CVR factors for feeders and
individual customers have been calculated.
These CVR factors can be used from different
pilots, programs, utilities and geographic
regions, but the method for determining CVR

factors should be the alternating-periods

method across all cases.

5.1.1 Collect Data

The impact metrics for all feeders or customers
must be compiled. Additional characteristics
that will be used as features to describe these
systems then need be requested and compiled.
Table 5 provides examples of features that may
be available for this type of analysis. Compile
characteristic independent variables for a cross-

sectional regression across all systems in the

group.

5.1.2 Compile and Clean Data

Every feeder or customer will need a unique
row in a data table that includes the impact
results and all descriptive features. Numeric
features can be included with no modification.
Categorical features will need to be turned into
several columns of true/false values
(represented by 1 and 0, respectively) that
represent whether that instance is part of the
corresponding categories. These additional
variables are sometimes called “dummy
variables.” In this way, categorical data can be

included in the cross-sectional regression.

Methods employed to determine CVR factors
need to be consistent for all instances of feeders
and all instances of customers, as defined by the
protocols in the previous sections. Only combine
CVR factors produced from evaluations
following the alternating-periods method in a
cross-sectional analysis. Remove from the
compiled dataset all instances that do not meet

this criterion.

33



Table 5. Examples of Features that May be Available for Cross-Sectional Analysis

Numerical Features!

Feeder Customer

® % Facility types o Average annual consumption
® % of measure or program participation e Seasonal peak demands
e Total square footage of all customers e Square footage of building(s)
o Average annual load e Heating and cooling degree days of typical
o Voltage base of feeder meteorological year (if different scenarios were used
o Total length of feeder across the set of feeders)
e Heating and cooling degree days of typical e Number of residents

meteorological year (if different scenarios were used e Number of workers

across the set of feeders) e Capacity of distributed generation or energy
e Available demographic information storage

Categorical Features?!

o CVR control vendor e CVR control vendor
o Local distribution company e Facility type

e Historical participation in energy efficiency or
demand management program

1. Essential features to include in this analysis have been italicized.

characteristic representing how it would predict

5.2 Correlate Features with for CVR factors when fitting the regression. The
Impacts coefficients can be used in Equation 11 (shown
With all the data prepared, it is now possible to in Figure 10) to predict the impact metric for an
fit a multivariable linear regression to estimate out-of-sample system (without the residual error
CVR impacts based on either feeder or customer term that cannot be determined). For example, if
characteristics. Figure 10 below presents the annual energy usage, building square footage
complete equation showing how the compiled and facility type were used as features to
dataset will be used to determine optimal determine cross-sectional coefficients for peak
coefficients (B4, ¥x) by minimizing the demand reduction CVR factors, then the peak
regression residual (g;) for all systems in the demand reduction CVR factor could be
sample. Coefficients should be optimized using estimated using those fit coefficients for a
ordinary least squares (OLS) methodology. The facility that has never received CVR if the
determined coefficients as a set represent the annual energy usage, building square footage
cross-sectional weights given to each and facility type were known.
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Figure 10. Linear Regression for Cross-Sectional Analysis

q = identifier for numeric characteristic

0 if for system j the characteristic k is false.

X

premises so that f, serves as an intercept term

&; = regression residual for system j

Y = X Bqxqj + 2Vl +& (11)

j =identifier for each system (feeder/customer) in cross-sectional analysis

k = identifier for binary categorical characteristic
Y; = CVR factor (for energy savings or real/reactive power reduction) for system j

Ij = 0/1 hot-encoded dummy variable. Equal to 1 if for system j the characteristic k is true. Equal to

i = value of the numerical characteristic q. Let x,;, the first term of this vector, equal 1 for all

Bg, Vi = coefficients determined by the regression

5.3 Report Results

The results from a cross-sectional analysis
should either accompany a report for a specific
CVR implementation or should reference the
reports from where results are being used. If
using CVR factors prepared by other evaluators,
then provide context and references for those
results. This would include a narrative about
how the CVR was implemented, a summary of
methods covering evaluation assumptions and
the final impact metrics. Finally, reference these
protocols to provide the reader with additional
resources for understanding how the cross-

sectional method was informed.

5.3.1 Describe Process and
Assumptions

Outline the series of steps taken to compile the
dataset and conduct the linear regression.

Declare the data sources and produce tables

summarizing the features used to characterize
the feeders or customers. List filters used to
cleanse the data, and remark on the prediction
quality of the cross-sectional model. State any
methods employed to optimize variables used

for the regression.

Additionally, NMBE and CV(RMSE) should be
reported for the cross-sectional models to
convey a standardized measure of the model
performance. Refer to Section 3.2.3 for these

definitions.

5.3.2 Share Plots and Tables of
Feature Data

Use tables and graphics to communicate the
diversity and distribution of feature values and
characteristics among the population of systems
being analysed. This should include scatter plots

and histograms. Also include histograms of

Appendix A. Literature Review
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expected impact metrics being used to fit the

regression.

5.3.3 Present Cross-Sectional
Coefficients

Prepare tables to present the cross-sectional
coefficients determined through the OLS linear
regression for each expected impact metric. Be
sure to make it clear when coefficients are

positive or negative. Coefficients for numerical

characteristics should include the corresponding
units (e.g., kWh/square foot), while categorical
coefficients for dummy variables should have
units of the impact metric (e.g., kWh). Comment
on why certain variables may be strongly
correlated with CVR factors and why they may
be having a positive or negative impact. Offer
suggestions on how these coefficients can be
used by utility system planners to identify other
feeders that would be good candidates for CVR.

Appendix A. Literature Review
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